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Chapter 1

ABSTRACT

This dissertation investigates the multifaceted impacts of artificial intelligence (AI) adoption
on labor markets, with a focus on Central and Eastern Europe. Treating AI as a general-
purpose technology, the study explores substitution and augmentation effects on employ-
ment, evolving skill demands, organizational responses, and policy frameworks required for
equitable technological transitions.

A mixed-methods approach underpins the analysis. First, a scientometric meta-analysis
of 250 core publications employs Latent Dirichlet Allocation and PageRank citation net-
works to identify prevailing themes—such as job polarization, productivity gains, digital
transformation of occupations, algorithmic management, and robotics in industry. Senti-
ment analysis of these works reveals a modest pessimistic bias regarding AI’s effects on
unemployment. Second, qualitative interviews with twenty professionals from Hungary and
surrounding countries, contextualized by global developer survey data, uncover differential
experiences of AI usage: senior staff report efficiency gains, while junior workers express
displacement concerns. Third, large-scale text classification of 1.3 million Hungarian on-
line job advertisements quantifies AI exposure across regions, sectors, and roles, uncovering
leading sectors as well as a general lag in AI adoption using a hybrid of regular expressions
and prompt-optimized language models. Fourth, an international survey examines organiza-
tional trust barriers and enablers, identifying governance, transparency, and quality assurance
tools as critical factors for AI integration.

Key findings confirm that AI induces both job creation and displacement, driving wage
polarization and skill mismatches. Regional and firm-size disparities persist, and trust deficits
impede broader adoption.

By combining bibliometric synthesis, empirical NLP analysis, fieldwork, and survey
data, this work advances theoretical understanding and highlights the main issues—such
as upskilling, trust-building, and governance—that must be addressed to foster inclusive,
sustainable AI-driven labor transformations.
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Chapter 2

INTRODUCTION AND HYPOTHESES

The rapid proliferation of artificial intelligence (AI) systems across a wide spectrum of eco-
nomic domains has reignited fundamental questions about technological change, labor dy-
namics, and societal transformation. While public debate often oscillates between utopian
promises and dystopian fears, this dissertation approaches AI as an economic force - a
general-purpose technology with deep implications for the organization of labor and cap-
ital. From a pragmatic and empirically grounded perspective, we focus on AI’s observed
and projected effects on employment, productivity, skill demands, and trust in technological
adoption.

The following introductory chapter outlines the analytical scope, research questions, and
methodological innovations of this dissertation. Building upon a synthesis of consensus of
over 2,000 academic sources - narrowed to 250 core publications through a rigorous screen-
ing and citation analysis pipeline - subsequent qualitative and large scale quantitative as well
as survey based own research this work develops a structured and evidence-based view on
how AI is transforming labor markets, particularly in Central and Eastern Europe.

2.1 Analytical Premise

AI is not a single technology but a bundle of advancing capabilities - from predictive mod-
eling to robotic automation and natural language processing. These capabilities affect labor
markets through multiple channels:

• Substitution of human labor by automation

• Transformation of occupational skill requirements

• Creation of new job roles and augmentation of existing ones

• Sectoral shifts in labor demand and organizational redesign

• Sociotechnical frictions such as trust, bias, and decision opacity

2



CHAPTER 2. INTRODUCTION AND HYPOTHESES 3

This dissertation investigates these dynamics through a multi-faceted approach, combin-
ing large-scale quantitative analyses, qualitative fieldwork, and a firm theoretical framing.

2.2 Research Questions

The central inquiries guiding this dissertation are:

1. What are the dominant themes and concerns in the academic literature on AI and labor
markets?

2. How is AI adoption reshaping employment structures and skill demands in various
economic sectors?

3. How is the Central European labor market (especially Hungary) responding to AI-
induced pressures?

4. What forms of organizational adaptation - in particular, judgment integration and trust
governance - enable successful AI implementation?

5. What are the policy and governance tools available to mitigate risks and foster equi-
table technological transitions?

2.3 Methodological Innovations

This research adopts a multi-method design characterized by:

• scientometric meta-analysis of 250 key papers using Latent Dirichlet Allocation (LDA)
and PageRank-based citation network modeling

• qualitative interviews with 20 Central European professionals, contextualized by the
Stack Overflow global developer survey (90,000+ respondents)

• empirical NLP-based classification of 1.3 million online Hungarian job advertisements
using regex heuristics and LLM prompt optimization (via DSPy)

• design and execution of the Trust My AI international survey on organizational AI trust
factors

• synthesis through the theoretical lens of the "Power and Prediction" framework, with
emphasis on system change, judgment bottlenecks, and adoption hurdles
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2.4 Key Hypotheses

Based on preliminary analyses and theoretical grounding, the dissertation explores the fol-
lowing working hypotheses:

• H1: The academic literature is skewed towards cautious pessimism regarding AI’s
labor market impact, with a stable majority of publications emphasizing risks over
benefits.

• H2: Senior professionals experience measurable efficiency gains from AI use, while
junior professionals face displacement risks - undercutting uture junior employee sup-
ply through career blocking ("junior paradox").

• H3: AI adoption remains uneven across regions, firm sizes, and professional seniority
levels—with trust, skill mismatch, and governance gaps as major barriers.

• H4: Organizational readiness for AI correlates with levels of internal trust and avail-
ability of quality assurance and evaluation-support tools.

• H5: Without proactive policy intervention, AI will likely amplify existing labor market
inequalities rather than reduce them.

2.5 Structure of the Dissertation

The work proceeds as follows:

• chapter 3: a systematic literature review of the economic and labor market impacts of
AI, as well as a theoretical framing based on economics of AI

• chapter 4: fieldwork-based analysis combining quantitative survey data and qualitative
interviews

• chapter 5: large-scale empirical analysis of job advertisements in Hungary

• chapter 6: survey-based exploration of organizational trust in AI adoption

• chapter 7: synthesis and policy recommendations

2.6 Historical context

The development of Artificial Intelligence (AI) systems has gained significant momentum
over the past decade and a half, particularly with the latest wave of deep neural network
technology, known as Deep Learning (for the origin of the term, see also: Dechter, 1986,
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Fradkov, 2020), and the so-called foundational models (Bommasani et al., 2022a), especially
the Large Language Models (LLMs; Brown et al., 2020) with their wide availability and low
cost (for the decrease in consumer prices of LLM usage, see also: Appenzeller, 2024).

However, the concept of Artificial Intelligence is not new: the development of AI can
be divided into several phases, during which the technology attempted to simulate certain
aspects of human thinking in different forms and approaches. AI systems that emerged in
the 1950s were primarily based on symbolic logic, fitting into the expert system paradigm:
they worked with strict rule systems, relying on manually codified knowledge bases. These
systems were functional in certain environments, such as medical diagnostics or financial
analyses, but could not dynamically adapt to new situations.

In the early 2000s, the Machine Learning (ML) paradigm took the lead, enabling learn-
ing from data without explicitly coding rules. ML methods, particularly supervised learning,
were successfully applied in a broad range of fields from image recognition to market pre-
dictions. The technology reached a breakthrough point in 2012 when deep neural networks
(Deep Learning) demonstrated their dominance in computer vision and other AI applica-
tions. Nevertheless, AI remained strictly narrow AI, operating with unique, task-specific
models optimized for specific tasks.

After 2020, AI research underwent another paradigm shift, with the emergence of Large

Language Models (LLMs) marking the breakthrough. LLMs were not trained for a single
specific task but demonstrated general problem-solving capabilities, capable of synthesizing
human language and solving complex tasks through it. The release of OpenAI’s ChatGPT

model in November 2022 widely demonstrated the capabilities of these models, resulting in
global media attention and unprecedented industrial and economic interest.

In light of this, it is not surprising that the application of AI in the world of work has
also undergone a rapid development Anthropic, 2025, a McKinsey survey Singla et al., 2024
from early 2024 found that 65% of respondents’ organizations use generative AI, mainly
LLMs in some capacity, and it has appeared in Hungarian business practices as well, see
also Szabados, 2025.

For a more detailed analysis of the historical developments in AI, it’s timeline and recep-
tion by the public see the Literature Survey chapter.



Chapter 3

LITERATURE REVIEW

3.1 Topic and motivation

In this chapter, based on large scale literature and bibliometric studies I present the results of
a deep literature review on the scientific consensus and topics about AI’s impact on the job
market. (This chapter was published in Szabados, 2024a.)

3.2 Background

Over and beyond the prevalence of recent discussion about potential existential risks of AI
technology, from an economist’s perspective, the broad set of technological capabilities that
are collectively referenced by the term "Artificial Intelligence" (further on: AI) represents a
new kind of force in the economic life of society, that bears huge promises, as well as hold
significant risks for the prosperity and wellbeing of society at large. Since there is a signif-
icant amount of work dedicated already to the topic of "economic effects of AI", especially
it’s aspects pertaining to the labour markets, a synthesis and overview of the broader litera-
ture can be useful to provide some orientation about the current state of discussion, as well
as to shed light on areas of further potential research, thus, with a broad scope analysis we
endeavor to provide such an overview.

3.3 Methodology

This chapter aimed to conduct a thorough analysis of the existing literature on the impact of
artificial intelligence (AI) on the labor market. Given the extensive research activity in this
area, our methodological framework was designed to systematically evaluate a broad array
of academic publications to gain comprehensive insights into the topic.

6



CHAPTER 3. LITERATURE REVIEW 7

3.3.1 Literature Search and Collection

Our literature search began with a targeted strategy using Google Scholar to ensure access
to a wide range of academic journals and conference proceedings. We complemented this
online search with a manual examination of the citation networks from key papers, which
allowed us to capture additional relevant studies that might not have been indexed or imme-
diately apparent in digital search results.

3.3.2 Screening and Selection

The search strategy resulted in an initial pool of over 2000 publications. To determine rel-
evance, we applied a two-stage screening process. First, an automated filtering system was
used to perform an initial screening based on keywords and abstract content. This reduced
the pool to approximately 725 potentially relevant articles. Second, we engaged in a manual
curation step narrowing down the number of immediately relevant papers for the topic of AI
in the labor market. This process led to a curated set of 250 articles for in-depth analysis.

3.3.3 Thematic Analysis

To uncover the thematic structure within the curated set, we utilized Latent Dirichlet Allo-
cation (LDA) Blei et al., 2003, a technique utilized in Natural Language Processing which
allowed us to identify meaningful topics, assess their contribution to the given documents,
thus to track the prevalence of these topics over time, which informed us about the focus
areas within the field and their evolution.

3.3.4 Citation Analysis

With the aim of identifying the most influential studies, we conducted a citation graph analy-
sis which helped us isolate a shortlist of 13 papers that were not only frequently cited but also
held significant sway in shaping the discourse in the field. These papers received a detailed
examination, wherein we scrutinized their hypotheses, methodologies, datasets, and findings
for getting a more in depth view on the consensus in the field.

3.3.5 Quantitative and Content Analysis

Each paper on the shortlist underwent a rigorous quantitative and content analysis. We ex-
amined the papers’ predictions and conclusions about the impact of AI on the labor market.
We also identified a strand of research specifically focusing on the quantitative estimation of
AI’s effects on different occupations based on their associated skill sets.
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3.3.6 Identification of Research limitations

Throughout our analysis, we remained cognizant of the limitations inherent in the existing
body of work. We documented these limitations and proposed directions for future research
to address these gaps and to advance the understanding of AI’s role in the labor market.

In the following sections of this paper, we will provide detailed descriptions of the meth-
ods used at each stage of our analysis.

3.4 General trends

As a first level of analysis, we looked at the broadest set of 725 "generally relevant" arti-
cles identified by filtering the results (>2000 entries) of automated Google Scholar searches
carried out for such expressions as "effects of Artificial Intelligence on the labour market".

We analyzed the temporal distribution of the broad set of 725 to get a grasp on the general
trend of interest in the field.

Figure 3.1: Broadly relevant articles

Image Source: Author’s illustration

As we can see on Figure 3.1, there is a strong increasing trend visible in the number
publications, with an inflection point at 2015. (For better illustration, we extrapolated -
based on the proportion of days remaining in the year at the time of writing - the number of
publications in 2023.)

This begs the question, why did this trend appear just in this time period, what are the
prime events moving it?
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3.4.1 Why the trend?

Though the long term progress of some classical areas in AI research, like automated speech
recognition or image classification showed steady progress through the decades, the gains
in performance (or decrease in error rate, which can be considered the same) were achieved
at a cost of investing considerable amounts of engineering manpower. As for example the
case of "AlexNet" Krizhevsky et al., 2012, the first really successful Deep Learning model to
beat "conventional" (non-neural network based statistical models mainly relying on manual,
expert driven feature engineering) illustrates, a paradigm shift appeared in the form of the
new "end-to-end learning" paradigm. This paradigm enabled the application of single models
without extensive manual feature design on large scale datasets (eg. ImageNet Deng et al.,
2009 in case of image classification), letting the learning procedure "figure out" the necessary
features, essentially trading human expert engineering hours for computation.

The increased "compute" utilization in what Sevilla-Lara and Learned-Miller, 2022 call
the "Deep Learning era" is quite visible in the chart below (Figure 3.2).

Figure 3.2: Compute usage of SOTA AI models in time

Image Source: Sevilla-Lara and Learned-Miller, 2022

This - combined with the wide availability of computation resources and larger datasets
lead to a breakthrough in performance on common AI benchmarks as illustrated by Figure
3.3 and Figure 3.4

As one of the "founding fathers" of Deep Learning, the Nobel prize laurate and Turing
Award winning computer scientist Geoffrey Hinton pointed out in his public lecture (Hinton,
2017): The theoretical advancements of the late 90s did not bear fruit until enough data and
computing power became available (to a suitable model structure, that is Deep Learning,
since other previous modeling architectures did not directly benefit from such a boost in data
/ computing power)

As the notes of Hinton illustrate, from a decades long held substantially lower perfor-
mance ( 26% error rate) in image classification, in 2012 the first well trained Deep Learning
model cut the error in nearly half, then in the span of approximately 3 years, on this task
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Figure 3.3: Automated speech recognition history (modified to show approximate human
level performance)

Image Source: Greene, 2017

Figure 3.4: Image classification on ImageNet

Image Source: Paperswithcode.com

Figure 3.5: Geoffrey Hinton’s lecture on the history of Deep Learning

Image Source: Hinton, 2017
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human level performance was achieved (see Figure 3.5 and Figure 3.3).
As the knowledge about this breakthrough - and the rapid increase in performance -

became more commonplace (as evidenced by e.g. the Google Search Trends for the term
"Deep Learning" - Figure 3.6) this coincides with the increase in interest by the economic
sciences in the effect of AI.

Figure 3.6: Google Trends Search results for (Global) for the search term Deep Learning
Google, 2023a

Image Source: Author’s illustration

Looking closer to the number of AI related economic publications in time, there is also
a small "saturation" effect visible in 2020-21, until the concept of generative AI burst into
consciousness with the release of ChatGPT, and gave a new push to the discussion.

It is worth noting, that technology again rapidly and qualitatively changed with the ad-
vent of "generative AI" (which itself is somewhat of a misnomer, covering the combined
advancements in Deep Learning based Large Language Models - what Stanford researchers
Bommasani et al., 2021 in their paper "On the Opportunities and Risks of Foundation Mod-
els" call "foundational models", with (mainly) diffusion based image generation models (see
Ho et al., 2020), and their potential combination under the umbrella of "multi-modality").

The sudden gain in capabilities for "foundational models" re-sparked the interest of eco-
nomic research in the effects of AI. (see Figure 3.7)

With this interest in mind, it is essential to point out, that the change in capabilities in this
case was not just "quantitative", the set of capabilities for the foundational models expanded
rapidly, thus, their practical applications changed in at least three meaningful ways:

• the accuracy of ML models on some tasks increased

• the scope of their applicability exploded

• the technological threshold for their application dropped
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Figure 3.7: Google Trends results (Global) for the search term generative AI Google, 2023b

Image Source: Author’s illustration

Based on this, we can conclude, that the discussion about AI currently must aim at a
more broad set of capabilities. Essentially: talking about AI’s impact before November 2022
is different than after it.

3.5 Detailed analysis: The "Curated list"

For detailed analysis, a manually curated list of 250 articles were selected, that focused more
on the direct labor market influences, and at least touched upon the pertinent question of
technology-induced unemployment (see Figure 3.8). The main selection criterion for this
manual curation was that the stated focus of the article had to have direct relevance for the
theme of AI’s effect on the labor market and had to at least partially concern the question of
technology-induced unemployment.

During the curation process, we took care to ensure that the temporal distribution of
articles reflects that of the broader set, thus ensuring that the general dynamics of topics
remain discernable.

3.5.1 General topics present in the "Curated set"

For a more quantitatively driven - thus hopefully more objective - analysis of the topics
prevalent in the "Curated set," we decided to utilize Natural Language Processing-based
techniques, especially Latent Dirichlet allocation (see Blei et al., 2003), which is a technique
for document topic analysis. At its core, the approach assumes that the documents present
in a corpus of text (in our case the 250 hand-selected articles) came to existence as a prob-
abilistic mixture of latent topics as a generative distribution, thus every document can be
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Figure 3.8: Time distribution of the publications in the curated set (n=250)

Image Source: Author’s illustration

interpreted as a kind of mixture of these not directly observed thematic causes.
For the training procedure of the model, we utilized the OpenSource "Gensim" library

(see Rehurek and Sojka, 2010), and after experimentation, we settled to utilize 5 topics
for modeling. With this technique, we created a topic model of this subliterature, and we
identified the following topics (by interpreting the low-level LDA results). The topic labels
themselves were created by the interpretation of the keyphrase probabilities of the LDA
model and confirmed by manual inspection of the broader set of 750 articles.

1. topic 1: "job dynamics and wage variations" ("gigification", wage change and modes
of changes in the work)

2. topic 2: "technological innovation and labor productivity (the effects on productivity
gain)

3. topic 3: "occupational skills and digital transformation" (the "unemployment ques-
tion")

4. topic 4: "human interaction with emerging technologies" (including AI hiring, bias,
the effects of algorithmic management)

5. topic 5: "robotics and labor share in industries" (Physical robotization of manufactur-
ing as a separate topic)

3.5.1.1 Some takeaways

The presence of this topic distribution as it stands can hint to some interesting associations
and structure inside the literature.
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1. Job Dynamics and Wage Variations: The presence of this more distinguishable topic
suggests that the literature is not just concerned with the employment question in the
frames of "traditional" employment relations, but the differentiation between gig work
and traditional employment is getting emphasized, hinting at potential variance in job
stability and wage trajectories. This is seems to be a noteworthy concern for the lit-
erature, raising questions about how these trends may diverge from established labor
market behaviors and whether these differences could lead to alternative employment
models becoming more normative in certain sectors.

2. Technological Innovation and Labor Productivity: The presence of technology as a
driver of productivity is well-documented, but its intersection with AI introduces new
considerations. There appears to be a possibility that AI and automation are altering
the established dynamics between capital and labor, with open questions on whether
these changes lead to complementarities or new forms of substitution.

3. Occupational Skills and Digital Transformation: The observed association between the
demand for new skills and unemployment rates seems to be the main area of concern,
which suggests a shifting landscape. Though the causal pathways are not completely
clear, this seems to be one of the main areas of interest for research, so quantifying and
analyzing the changes in the skill sets demanded by employers driven by AI adoption
remains one of the main areas of concern.

4. Human Interaction with Emerging Technologies: The inclusion of AI in HR processes
points to an emergent field of inquiry within labor economics, where technology is
not just a backdrop but a participant. The considerations around bias and algorithmic
decision-making indicate a nascent concern with profound implications, which invite
further examination into how these technologies reshape labor market practices.

5. Robotics and Labor Share in Industries: Robotics’ specific mention reflects its visible
impact on manufacturing, but also its slight distinctiveness in the area of study, since
arguably it impacts a very specific subset of job areas, mainly in manufacturing and the
agriculture sector, so its effects, though maybe more easily measurable, are focused on
a very specific area.

In general, we can argue (giving additional legitimacy to the choice of LDA as a model
specifically) that there is a deeply interwoven set of relations between the different areas.
Hence, when analyzing the effects of AI on the labor economy, the picture is more like
overlaying effects on top of each other, rather than some nicely separable set of distinct
mechanisms.
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3.5.1.2 Topics in time

To further examine the dynamics of the topic distribution over time, getting a sense of its sta-
bility, as well as ratio of relative frequency, we analyzed the topics’ prevalence by averaging
their presence through the years with respect to the articles in the "curated set" (see Figure
3.9). For this, we utilized the property of LDA models to represent documents as a weighted
mixture of topics. Thus, we could easily take the mean of the topic presences for a subset of
articles published in a given year.

Figure 3.9: LDA topic ratios, temporal distribution in the curated set and their human inter-
pretation

Image Source: Author’s illustration

The resulting chart can lead us to the conclusion that the topic distribution over time is
generally stable. The interest in AI’s effect on hiring and the fairness question increases
around 2016, presumably with the more widespread adoption of AI/ML solutions in HR
processes, thus increased scrutiny from the scientific community. Beyond this, the skills and
employment question is pretty important.

3.5.2 What is the consensus about the effects on unemployment specif-
ically?

3.5.2.1 Quantitative Analysis

Our aim was to establish an estimate of the consensus in the selected literature (250 papers)
about the beneficial or harmful effects of AI on employment. For this, we endeavored to
assess each paper’s overall sentiment concerning AI’s impact on unemployment by counting
the number of mentions of "positive" or "negative" phenomena related to employment within
the text. The count was strictly numerical, irrespective of the length or depth of the discussion
surrounding each mention.
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3.5.2.2 Classification Criteria

The classification of papers was contingent on a direct comparison between the counts of
positive and negative mentions. We operationalized our assessment using the following cri-
teria:

1. Class A - Positive Outlook: A paper was categorized as having a positive outlook if
the count of positive mentions outnumbered the negative mentions.

2. Class B - Ambiguous Outlook: A paper was deemed to have an ambiguous outlook
if the difference between positive and negative mentions was within a 2.5% margin,
reflecting an almost equal consideration of both types of phenomena.

3. Class C - Negative Outlook: Conversely, a paper was classified as having a negative
outlook if negative mentions surpassed positive mentions in number.

3.5.2.3 Positive and Negative Phenomena

Positive phenomena were defined as any mention of trends or effects where AI resulted in:

• the creation of new job types

• the simplification of job tasks, potentially requiring less skill

• a shift towards more fulfilling tasks within existing jobs

Negative phenomena included mentions where AI was associated with:

• a decreased need for human workers, potentially resulting in layoffs

• the competitive displacement of human labor across various sectors

3.5.2.4 Threshold for Classification

To classify the outlook of each paper, a threshold was set. If a paper had more than a 2.5%
greater count in either direction (positive or negative mentions), it was classified accordingly.
For instance, if positive phenomena were mentioned with a frequency greater than 2.5%
compared to negative mentions, the paper was categorized under Class A.

3.5.2.5 Results

If we utilize the classification framework, and then count the articles accordingly, the ratio
of positively and negatively dominated articles overall is as follows ( Figure 3.10):

If we would like to paint a more nuanced picture and calculate the ratio of individual pos-
itive or negative mentions ( Figure 3.11), the consensus is maybe less bleak, but nonetheless
remains negatively biased.
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Figure 3.10: Ratio of articles having overall positive vs. negative outlook

Image Source: Author’s illustration

Figure 3.11: Ratio of total mentions of positive vs negative phenomena in the corpus

Image Source: Author’s illustration
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As an added exercise, we analysed the temporal distribution of the "overall positive",
"overall negative" and "undecided" articles in time (as in: year of publication) ( Figure 3.12),
as well as the ratio of total individual mentions (Figure 3.13), and we found, that the not
dominating, but none the less very perceptable negative dominance is generally stable.

Figure 3.12: Ratio of articles being more positive, negative or undecided in time throughout
the corpus

Image Source: Author’s illustration

Figure 3.13: Ratio of mentions for positive vs negative phenomena in time throughout the
corpus

Image Source: Author’s illustration

Overall, we can conclude, that the surveyed literature can be characterized by a certain
"cautious pessimism", so stopping short from being completely dominated by the outlook
of negative effects of AI on the labour market, but being generally slightly pessimistic in
outlook.
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3.6 Establishing a Foundational Subset through Citation
Graph Analysis

As a methodology for identifying the core literature, to distill a foundational subset of articles
having the dominant influence on the field, from the collection of 250 academic papers we
implemented a citation graph analysis. This involved constructing a directed graph where the
nodes represent the articles within our curated set, and the edges represent citations between
these articles. For this phase of analysis, we focused exclusively on the internal citation
dynamics, intentionally omitting external citations – those references pointing outwards from
the curated subset. This allowed for a more concentrated examination of the discourse and
intellectual lineage within the scope of our research question.

3.6.1 Assessing the Network Topology

Preliminary observations suggest that the citation graph (Figure 3.14) displays characteristics
reminiscent of a ’small-world network’, a concept rooted in the field of network theory.
Small-world networks are marked by high clustering and short path lengths between nodes.
In the context of our citation graph, this could manifest in a pattern where a limited number
of highly-cited papers form the backbone of the research area, with a multitude of less-cited
works branching off from these central nodes. These foundational works typically serve as
keystones in the construction of the field’s academic edifice, setting the research agenda and
framing the scientific discourse.

Figure 3.14: Citation graph of the "curated sample"

Image Source: Author’s illustration

To substantiate this observation, we used numeric methods for examining the "centrality"
of given articles.
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3.6.2 Identifying Central Articles with PageRank

Utilizing the PageRank (Page et al., 1999) algorithm, an approach famously employed by
Google for ranking web pages, but also widely used as a general measure of network cen-
trality, we utilized to identify the most ’central’ articles within our citation graph. PageRank
serves as a measure of node influence in a network, based on the notion that connections to
high-scoring nodes contribute more to the score of a node than equal connections to low-
scoring nodes. By adapting this algorithm to our citation network, we were able to objec-
tively quantify the influence of each paper within our subset, beyond mere citation counts,
taking into account the ’quality’ of citations in terms of the influence of the citing papers.
(see Figure 3.15)

Figure 3.15: PageRank score of the papers in the "curated sample"

Image Source: Author’s illustration

Looking at the PageRank values, we indeed see signs of a handful of "core" papers dom-
inating the citation graph, so we feel vindicated in creating a "shortlist" of most influential
papers.

3.6.3 Curating a Shortlist of Influential Articles

To further refine our analysis and extract a ’shortlist’ of the most influential articles, we
employed the technique outlined in "Finding a Kneedle in a Haystack: Detecting Knee Points
in System Behavior" by Satopää et al., 2011. This method, designed to identify points of
interest in a system’s behavior, was adeptly repurposed to determine a threshold for influence
within the citation graph. By plotting the distribution of PageRank scores and identifying
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the ’knee point’ — the point where the curve sharply changes — we were able to delineate
a natural cutoff. Papers above this threshold are considered as having a disproportionately
large influence on the research field and are therefore included in our shortlist.

3.6.4 The shortlist

As final representatives of the "shortlist", we included:

Table 3.1: Shortlist of influential articles

Author(s) Title Year DOI
Autor Why Are There Still So Many

Jobs? The History and Future of
Workplace Automation

2015 10.1257/jep.29.3.3

Acemoglu and Restrepo Robots and Jobs: Evidence from
US Labor Markets

2020 10.1086/705716

Acemoglu and Restrepo Robots and Jobs: Evidence from
US Labor Markets

2017 10.3386/w23285

Huang and Rust Artificial Intelligence in Service 2018 10.1177/1094670517752459
Agrawal et al. Artificial Intelligence: The Am-

biguous Labor Market Impact of
Automating Prediction

2019 10.1257/jep.33.2.31

Brynjolfsson and Mitchell What can machine learning do?
Workforce implications

2017 10.1126/science.aap8062

Frank et al. Toward understanding the impact
of artificial intelligence on labor

2019 10.1073/pnas.1900949116

Brynjolfsson et al. What Can Machines Learn and
What Does It Mean for Occupa-
tions and the Economy?

2018 10.1257/pandp.20181019

Degryse Digitalisation of the Economy and
its Impact on Labour Markets

2016 10.2139/ssrn.2730550

Felten et al. A Method to Link Advances in
Artificial Intelligence to Occupa-
tional Abilities

2018 10.1257/pandp.20181021

Furman and Seamans AI and the Economy 2019 10.1086/699936
DeCanio Robots and humans – comple-

ments or substitutes?
2016 10.1016/j.jmacro.2016.08.003

Brougham and Haar Smart Technology, Artificial Intel-
ligence, Robotics, and Algorithms
(STARA): Employees’ perceptions
of our future workplace

2017 10.1017/jmo.2016.55

Source: Author’s data

Based on this analysis, we can conclude that by far the most "central" work of this cu-
rated set is "Why Are There Still So Many Jobs? The History and Future of Workplace
Automation" by Autor, 2015. This is a seminal work that "kickstarted" the study of AI’s
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effects on the labor market early on in the "revolution".
Also noteworthy, but somewhat misleading with two entries, is Acemoglu and Restrepo’s

paper "Robots and Jobs: Evidence from US Labor Markets" (see Acemoglu and Restrepo,
2017). It first appeared as a report from the National Bureau of Economic Research and then
later got published in the Journal of Political Economy in 2020 (see Acemoglu and Restrepo,
2020). Combining its citations makes it also a remarkable cornerstone of the topic.

Below, we endeavor to summarize the key findings of the centrality measure based "short-
list".

3.6.5 What are the main conclusions of the "shortlist"?

Research represented by the "shortlist" literature has focused on quantifying and illustrating
the impact of automation, robotics, and artificial intelligence (AI) on the labor market and the
economy. Amongst the various papers exploring the implications, some common hypotheses
and conclusions emerge:

One common hypothesis is that automation and technology do not necessarily lead to
job loss but result in job displacement and polarization. This is supported by research papers
such as Autor, 2015 and Acemoglu and Restrepo, 2017, which suggest that routine tasks are
being automated, leading to growth in high-education, high-wage jobs and low-education,
low-wage jobs at the expense of middle-wage, middle-education jobs such as bank tellers
and brokers. It is also proposed that the main economic issue will be one of distribution,
rather than scarcity.

Another common finding is that automation both eliminates and displaces jobs while
also raising the value of tasks that are uniquely supplied by humans. Agrawal et al., 2019
conclude that automation has ambiguous labor market impacts, as it can automate prediction
tasks but may also create new opportunities. Brynjolfsson and Mitchell, 2017 suggest that AI
can lead to job displacement in specific occupations such as legal research and gaming but
create new opportunities and complement human skills in others. The key factor for workers
to benefit from automation is to engage in tasks that are complemented by AI, and require
some additional human skills, such as intuitive and empathetic abilities.

The impact of robotics and AI on employment and wage inequality is another recurring
theme in the literature. Acemoglu and Restrepo, 2020 find that exposure to industrial robots
in the US labor market negatively affects employment and wages, particularly in low- and
medium-skill occupations such as manufacturing. This finding is supported by other studies,
such as Frank et al., 2019, which suggest that the rise of AI could lead to job polarization and
income inequality. Furman and Seamans, 2019 investigate the impact of AI on occupational
abilities and conclude that certain occupations such as drivers and retail workers are more
susceptible to advances in AI technology.

There is also a growing consensus that the impact of technology on the labor market
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depends on factors such as task characteristics, contextual factors, and skill requirements.
Brynjolfsson et al., 2018 argue that the successful application of AI depends on a variety of
task characteristics and contextual factors, and that job bundling of tasks can offer diversi-
fication with respect to machine learning exposure. E. W. Felten et al., 2018 suggest that
jobs that can be broken down into homogeneous tasks are more likely to be replaced by AI,
even if they require higher intelligence. They also emphasize the need to acquire intuitive
and empathetic skills as a strategy to counteract large-scale displacement due to AI replacing
lower-skilled jobs.

In conclusion, the "shortlist" literature suggests that automation, robotics, and AI have
varying impacts on the labor market and the economy. While the main concern still is job
displacement and polarization, the potential for job creation and complementarity also exists.
The distributional effects and implications for wage inequality represent the most important
consideration.

Regarding the specific impact of technology on a given field, the consensus is that it
depends on factors such as task characteristics, skill requirements, and contextual factors
typical in a given area of economic activity.

On the level of broader policy, to navigate the challenges and opportunities posed by au-
tomation and technological advancements, investment in human capital and the development
of skills that are complemented by technology is crucial. Additionally, policy responses and
governance frameworks that address distributional challenges and ensure broad-based bene-
fits are important for inclusive economic growth.

3.6.6 What methods and data are utilized to study the unemployment
question?

Looking from a more methodological angle, it is interesting to take note of the different ap-
proaches the articles in the "shortlist" take from the angle of data collection and quantitative
analysis.

One group of articles, including Autor, 2015 and Acemoglu and Restrepo, 2020, uses
empirical data and statistical analysis to investigate the relationship between robot adoption
and employment. These articles utilize data on robot usage, employment rates, and wages
to estimate the impact of robots on labor markets. They employ statistical models, such as
instrumental variable (IV) estimates and regression analysis, to provide quantitative evidence
on the relationship between robot adoption and employment outcomes.

Another group of articles, such as M.-H. Huang and Rust, 2018 and Brynjolfsson et al.,
2018, explores the implications of AI and machine learning on workforce dynamics. These
articles utilize empirical data and statistical analysis to investigate the impact of AI on various
sectors, tasks, and occupations. They employ statistical methods, such as regression analysis
and correlation analysis, to examine the relationship between AI adoption and employment
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outcomes, as well as the effect of AI on productivity and wages.
Other articles, including Frank et al., 2019 and Furman and Seamans, 2019, focus on

the impact of AI on the skill requirements of occupations. These articles utilize data on
occupation-level skill requirements, automation risk, and AI advancements to analyze the
changing skill demands in the labor market. They employ statistical methods, such as corre-
lation analysis and regression analysis, to examine the relationship between AI technologies
and occupational abilities.

All in all, one of the main challenges in the field seems to be the fact that hard data
quantifying the phenomena of "AI adoption" in itself is hard to come by, so linking changes
in general observable measurements (like wage inequality) to the effect of AI adoption is
extremely challenging.

3.6.7 Quantification of AI exposure: a subliterature with great poten-
tial

While surveying the general consensus of the literature regarding AI’s direct unemployment
effects, as already stated, it is apparent that the question of skills from the human side is of
paramount importance. It is equally important though for the task of quantifying the risk of
structural unemployment to analyze the quantifiable metrics of different AI model’s perfor-
mance in given skills, thus bridging the gap between human job taxonomies (for example
O*NET - see U.S. Department of Labor and (USDOL/ETA), 2023 or ISCO - see Interna-
tional Labour Office, 2012) showing the necessary skills for certain occupations, and AI’s
specific automation risk regarding these.

In frames of our investigation, we identified a very promising direction of research, and
a corresponding small set of articles trying to carry out exactly this task. If we would have
to summarize their methodology, it can be roughly sketched as follows:

1. Take a taxonomy (like O*NET or ISCO) that defines a decomposition of jobs in terms
of skills required for carrying them out;

2. take a source describing AI capabilities (like Electronic Frontier Foundation’s AI Progress
Measurement - see Foundation, 2023), that endeavors to quantify AI "skills" in differ-
ent taxonomy domains;

3. create a mapping (by typically manual labor) matching the AI "capabilities" to the
human skills;

4. estimate progress in AI skills by projecting progress into the future;

5. project this progress via the skill mapping back to the jobs as an "automation risk"
measure.
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This strand of research is most clearly characterized by the series of papers by Edward
W. Felten and colleagues in E. W. Felten et al., 2018, E. W. Felten et al., 2019a, and E.
Felten et al., 2021a, which have the same basic pattern: utilizing O*NET for labor taxonomy,
EFF’s measurement for AI progress, and a mapping created by dedicated labor (acquired
via Amazon’s Mechanical Turk - see Turk, 2023). They call the resulting metric the "AI
occupational exposure" (AIOE) score.

Beyond this series, though, very similar patterns appear in Colombo et al., 2019, though
it utilizes semantic embedding methods for mapping, as well as replaces O*NET and ISCO
with ESCO; Paolillo et al., 2022 focusing on robotics; but also in such recent works as
Pizzinelli et al., 2023 (which explicitly references the Felten group’s work) and Gmyrek et
al., 2023, and finally an "update paper" from the Felten team E. W. Felten et al., 2023 which
even took into account the recent advancements in generative AI.

This latter work is all the more important, since it not just "corrects" for the effects of
"generative AI" (so basically "large language models" or "foundational models - see Bom-
masani et al., 2021 - and diffusion based image generation models - see Ho et al., 2020),
but they carry out a kind of "stability analysis", so analyse the correlation between the AIOE
score before and after this correction. (Figure 3.16)

Figure 3.16: Correlation of original and "generative AI" adjusted AIOE scores

Image Source: E. W. Felten et al., 2023

The analysis suggests, that the AIOE score is pretty robust.

3.6.7.1 Merits and limitations of this approach

The merits of this research methodology have to be emphasized since it "opens up" the black
box of AI and does not treat it as a single set of capabilities – which, in our view, is all the
more important since the term "AI" does not even represent a single set of technologies and
is not static in time, meaning: newer and newer methods appear under its umbrella with their
specific characteristics.
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That said, since some of this research is coming from time periods representing previous
iterations of technology, some empirical testing of the actual realized automation could be
fruitful to reach a more precise estimate between the automation potential and its actual
application.

As a general remark, it has to be pointed out that this "shifting of the goalpost," with
which we "normalize" or "commoditize" technology (like the Optical Character Recognition,
which once was an area at the forefront of computer vision, hence AI research, and now is
treated as a solved problem that has "nothing to do with real AI"), makes it in general more
difficult to systematically investigate the effects of "AI" (whatever technology it currently
means) on the economy. As a more nuanced ground for observation, the different types of

technologies (like classical expert systems, non-neural machine learning models, "classical"
Deep Learning models, and now "foundational" models) would be more appropriate as a
subject of study. In this sense, the approach to decompose AI – via possible task and skill
investigations – to different aspects is all the more laudable.

3.7 Threats from an emerging paradigm

It is important to note, that recent work on foundational level language models (or sim-
ply "Large Language Models", LLMs, as they are called in common parlance) shows, that
these models possess - beyond their "mere" language generation skills - strong reasoning
and planning abilities (see eg: Kojima et al., 2023 and W. Huang et al., 2022). Reasoning
and planning on large scale, in a learned manner was thought this far to be a pretty uniquely
human capability, but it seems, that the the emergence of these models, and the the "Au-
tonomous Agents" and "Agent societies"(Minsky, 1987) built upon them represent a whole
new level of capability, that’s release as available technological solutions is imminent (see
eg. the "Autogen" Framework of Microsoft Research Microsoft Research, 2023), and will
dramatically increase the impact of AI automation possibilities, given it is deployed at scale.

This basically means, that it is reasonable to assume, that the AIOE like scores will have
to be recalculated pretty soon, or even structural changes might be necessary.

3.8 Conclusions

After conducting a thorough literature review on the impact of artificial intelligence (AI) on
the labor market and the economy, several key findings and trends have emerged.

Firstly, the overall consensus is that the effects of AI on employment are complex and
nuanced. While there is concern about job displacement and polarization, there is also recog-
nition that automation and AI can create new job opportunities and complement human skills.
The distributional effects and implications for wage inequality are significant considerations
in the discussion.
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The literature highlights the importance of task characteristics, contextual factors, and
skill requirements in understanding the impact of AI on the labor market. Different studies
have explored various aspects of AI’s effects, including job dynamics, labor productivity,
occupational skills, human interaction with technology, and robotics in industries. These
studies provide valuable insights into the specific ramifications of AI in different fields and
shed light on the challenges and opportunities posed by automation and technological ad-
vancements.

Quantitative analysis plays a crucial role in studying the unemployment question. Some
papers have used empirical data and statistical analysis to investigate the relationship be-
tween AI adoption and employment outcomes. Others have focused on the quantification of
AI exposure, mapping AI capabilities to human skills and estimating the risk of automation
for different occupations. These methodologies provide valuable frameworks for assessing
the impact of AI on employment and should be further developed and refined in future re-
search.

It is important to note the limitations of the existing literature. The definition of AI
itself is subject to concept drift, and the rapid advancements in technology require ongoing
updates and refinements in research methodologies. Additionally, the field would benefit
from incorporating a broader range of AI technologies beyond machine learning and taking
into account the shifting ground of AI capabilities.

In conclusion, the literature on AI’s effect on the labor market and the economy presents
a multifaceted picture of both challenges and opportunities. The discussion around job dis-
placement, job creation, wage inequality, and skill requirements provides a foundation for
further research and policy development. Future work should focus on refining research
methodologies, incorporating a broader range of AI technologies, and addressing the evolv-
ing nature of AI capabilities. Additionally, policy responses and governance frameworks that
consider the distributional challenges and ensure inclusive economic growth are important
to navigate the challenges and opportunities posed by AI.

3.9 Theoretical framing - Book review: Prediction and Power

3.9.1 Importance and broader context

Beyond the previously conducted literature survey - and it’s slightly pessimistic consensus
on the impacts of AI on the labour markets - some more elaborate theoretical frameworks
are needed to be able to adequately capture in form of a more compact theory the mech-
anisms behind the adoption and economic impact of AI technologies. In this regard, the
research trio of Agrawal, Gans and Goldfarb made seminal contributions by outlining a gen-
eral framework about the economic mechanisms of AI application. Thus, I will adopt this
framework as a general viewpoint of theory, and below proceed to elaborate it via a detailed
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review of the latest iteration of the work "Power and Prediction" - see Agrawal et al., 2022.

3.9.2 Narrower context: Prediction machines

To be able to make sense of this work’s contribution, it is essential to take into account the
previous, fundamental book from the same authors from 2018, since "Power and prediction"
(Agrawal et al., 2022) can be considered a kind of reflection, and further development of the
theories laid down in the previous work titled "Prediction machines: The simple economics
of Artificial Intelligence" (Agrawal et al., 2018). None the less this is not just a mere "second
edition" to the previous, there are substantial modifications, in case some strong revisions
of the core theory. With that in mind, the short summary of "Prediction machines" as a
foundational piece must be done to give context.

3.9.3 Theory of Prediction Machines:

The authors tried to interpret AI as a "general purpose technology", much in line with the
broader literature, where a general purpose technology is not constrained to be applied in
a single economic domain, but can have applications across all possible fields. A good -
and often used - analogy in the broader literature is electricity (or the steam engine), which
had profound and general impact, reshaping all industrial activity. This viewpoint ties the
author’s theories strongly to the broader literature of economic innovation (and as we will
see, that of "creative destruction" Ulgen, 2017 or "disruption" Agrawal et al., 2022)

The most concise way to look at AI - according to Prediction Machines - is, that it is
"cheap, good quality prediction", that is, the capability to utilize computers to learn and
obtain scalably and cheaply the ability to get predictions based on data about phenomena
of interest. For example, the capability to obtain a model trained on previously annotated
images of tumor X-ray images, and to use it to produce a probabilistic prediction for a new,
yet unseen patient’s X-ray. Or to build a model on some time series data about customer
demand for a given article, and use it to forecast future demand etc.

The argument of the authors was: if a given commodity (in this case prediction) becomes
cheap, it’s consumption increases and it is starting to be utilized as substitute for other goods

and services. We use more prediction.
Second corollary to this is, that we start to use prediction as a substitute for other goods

and services (since it’s cost is low and quality is good), so we substitute for example car
driving as an activity with a predictive system for steering decisions, that we call self driving
in vehicles. We substitute things with prediction.

If we can rely on good quality predictions, it is worth changing the business processes

accordingly. The example they proposed: if we have good enough prediction for what people
will buy, we can start shipping before they order. (In fact, this became reality with a patent of
Amazon about "Anticipatory Shipping" Kusinitz, 2014, as well as the case of the company
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Stichfix’s "Ship-then-shop" - see Choi et al., 2024 - model, that the authors also mention in
the later book.) Short: if prediction is good enough, business processes and models can get
radically more efficient / overhauled ("disrupted").

Since prediction is based on good quality data, that is data is "the new oil" (see Talagala,
2022) for the "engines" of prediction, it’s value will go up and become a strategic asset for
organizations

Maybe most importantly, the authors introduce the distinction between "prediction" and

"judgement" in a decision. Former (eg. "this is a tumor with 75 percent probability") can be
of great service for the latter ("it is worth it to immediately do an exploratory surgery, even
when it is risky for the patient"), but the second is uniquely human and valuable. Gaining in-
formation about the future (prediction) is not enough, since decisions entail value judgement
and analysis / taking of risk. This means, that the value of human judgement - considered to
be a "complementary good" for the commodity of prediction goes up.

This latter will be the key, the relationship between prediction and judgement in the
insights of the next book of the authors.

3.9.4 Power and prediction: going beyond the basic theory

As an honest and laudable starting point: the authors admit, that they were wrong. They
predicted the rapid spread of AI and profound transformation of nearly all business domains.
They were wrong, in the sense that AI had great successes in given domains, and is obviously
on the agenda of nearly all companies, but with all successes, it was more deployed in narrow
niches, and did not usher in the great wave of change they predicted.

To elaborate on this, and in strong connection to a broader set of concepts about the "life-

cycle of innovation" (see David, 1989), the authors introduce three concepts of technology
application: point solutions, applications and system solutions.

Point solutions can be considered technologies that are replacing a single step in the cur-
rent business process, making it more efficient without any modification to the process itself
(doing the same drilling at the same spot of the factory, but instead of steam, with an electric
drill), while applications are local solutions where the reorganization of single processes be-
come feasible (a whole drilling / milling station electrified, doing things differently), though
keeping the general system unchanged. System changes (like reorganizing the whole layout
and processes of the factory to accommodate electric equipment all around) are profound
changes of how we do things, having the greatest potential impact - albeit with the greatest
investment.

With this in mind, it has to be noted, though, that the authors were not wrong in the
sense that they misjudged technology or the main economic drivers, but in the sense of
not considering other important factors, and were surprised to see, that point solutions are
popping up everywhere, applications are rarer, system change is largely absent yet with
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respect to AI. In a sense, their second book is dedicated to elaborate, why.

3.9.5 More detailed relationship between prediction and judgement

After introducing the dilemma of point solutions vs. system change, the authors recur to
elaborate the concept of judgement and prediction more in detail. Their argument is, that in
all cases of decisions, the two elements are necessarily present, albeit two more observations
are made:

1. Decision is "costly", in the sense of cognitive load and responsibility (which by the
way ties in well with the concept of "decision fatigue" - see Tierney, 2011 - developed in the
psychology literature, partly also quoted by the authors), thus human beings must necessarily
"economize" the usage of their judgement as a precious, constrained resource. (We can take
in only so much information, and form only a handful of well thought out value judgements
about what should be done as an action.) Because of this, there is a natural tendency to forego
decisions, especially in the form of fixed rules that are helping to avoid decision situations
but introducing hidden uncertainty, as well as rigidity into organizations’ behavior.

On the other hand, the usage of rules is a key contributing factor for stability, since it
allows for the efficient coordination of activities across an organization by foregoing the
necessity for constant communication, reducing the coordination overhead.

In this sense, AI technologies - so prediction - is basically reintroducing the necessity for
applying judgement, thus on the one hand causing extra cognitive load, as well as making
coordination more complicated (by challenging the rules), but also holds a great promise, if
"well oiled", so flexible processes can dominate the business, or if decision processes can be
dynamically adjusted.

2. The separation of the aspects of "prediction" and "judgement", which were practiced
together by humans previously is the second major effect the authors study. (It is worth
noting, that this is not a mere conceptual construct from the authors, but a tenet in decision
literature, see: “Forecasting is about estimating the likelihood of future events. Judgment is
about deciding what those forecasts mean for us and what we should do in response” Tetlock
and Gardner, 2015, p. 20.) With respect to this disticntion, the authors intend to show, that
this new division is even more challenging, since it shifts decision power from the people,
organizational units or groups that had control over them previously. As they demonstrate
it with several community and company examples, the expertise needed for jointly doing
prediction and judgement exercised by experts is now "factored" into scalable machine pre-
diction, and either a new set of experts specializing in judging the probabilistic predictions of
AI models, or to committees that set up decision criteria (basically pre-judgements of value).
In this latter case, judgement can also be scalable, but requires a complete overhaul of the
responsibility and decision system.

It is worth noting, that in this light, much of the literature on organizational change, social
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epistemology and decision making comes into play, so this is represents a deep connection
point to other literature that would definetly be worth exploring more in detail.

3.9.6 Evaluation of the book’s contributions

With that in mind, let us now move to a more critical evaluation of the contributions of the
book.

On the positive side, it is worth strongly emphasizing, that the book is filling a large gap
in the understanding of AI’s economic potential, and is especially useful for those practition-
ers that want to use it as a kind of thought framework for implementing AI solutions into
organizations (this is a clearly intended audience of the book, demonstrated by the introduc-
tion of such conceptual aids as the "AI Systems Discovery Canvas" and so on.)

On the exceptionally positive side it is also clear, that the book is invaluable in providing
a thoroughly thought-out model that can guide the inquiries into the economic impact of AI,
also connecting it to the borader field of organizational behavior, and behavioral economics
in general.

On the criticism side - maybe not completely fairly - one can mention the fact, that
due to some recent events, namely the introduction, and subsequent rapid mass adoption of
Large Language Model based solutions (notably OpenAI’s ChatGPT and alike), some of the
insights of the book became nearly instantly a little dated.

To be more specific: the book does not concern itself with the possible broad (and cur-
rently rapidly advancing) adoption of AI tools in the "business to customer" domain, so
the whole slew of changes (in personal productivity, consumption of information, cognitive
labour etc.) that are coming from the individual’s side, and enabling new business models
and huge competitive pressure on the labour market. One could argue, that this is just one
(or a few) company’s success with business model innovation enabled by AI, which is true,
but gives less credit to these phenomena than they deserve.

Going forward: the strong push towards more generally applicable AI models ("founda-
tional models" - see Bommasani et al., 2022b - would merit some new considerations. In
many of the expositions of the book, AI solutions, even when system like, are focusing on
(from the technological sense) narrow, domain specific AI capabilities, thus positing com-
petitive advantage in a single domain for a well "oiled" "feedback flywheel". In practice,
though, the training and deployment (and often even Open Source release) of generally ca-
pable AI solutions and agents (see Xi et al., 2023 and Durante et al., 2024) are questioning
the defensibility of solutions, systems and companies that have a narrow AI solution, in stead
foreshadowing, that the real advantage may lie in the hands of "AI first" organizations, that
come from purely the domain of AI research and innovation, and intend to disrupt many
business areas simultaneously. This is a kind of phenomena that the authors simply did not
have the opportunity yet to study.
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Another - maybe less severe - challenge towards the book’s theories comes from the ap-
parent ability and usage of current state-of-the-art Large Language Model based systems in
planning and task decomposition (see Kojima et al., 2023), in which they are autonomously
decomposing general goals given by humans into actionable tasks and carry out their execu-
tion with a broad sense of "self control". One could argue, that this case does not violate the
premise of the book about human judgement, since still, the setting of goals and the evalu-
ation of the final results is still in human hands, but none the less, this phenomena deeply
alters the meaning, or the type of judgement that is necessary in these cases.

Also, it is worth noting that throughout the book, the topic of execution automation
is not reflected upon clearly. If we take such passages as: “AI provides predictions, and
hence, value is created by improved decision-making. Point solutions allow prediction to
improve existing decisions.” We can feel, that there is another aspect which is not sufficiently
emphasized: much of automation, that is, automatic execution has a non negligible cognitive,
hence decision element in it, (see Varela et al., 1991) thus: good quality prediction is not
just an input for decisions, but also a vital prerequisite of automated execution! The real
breakthrough might come when automated execution of tasks (sometimes in a digital, some
times in an "embodied" physical modality) is perfected!

The complex problems and necessary skills with the widespread adoption of human value
judgement based automated execution are still to be investigated, and loom large on the near
horizon.

3.9.7 Takeaways and recommendation

The main dilemma of the book is extremely timely, the contributions of it in building the
thinking framework invaluable.

The question is, from the business practice:
“Large companies rarely find it worth it to transform the way their industry operates,

especially if their industry is currently profitable. The risk of getting it wrong is too high.”,
so while "system change" and "disruption" is the promise (and also the challenge), maybe
incumbent organizations are at an inherent disadvantage...

If the hypothesis is true, that economic power does not disappear, just shifts, where will
it shift to? Towards the oranizations having the largest models? With AI training know how?
With application know how? With data? With capital? With judgement surplus? With ones
that build new economic / governance systems for old business problems? (“However, those
who do not have a stake in the current system are often best poised to reap the reward from
creating a new one.”)

And where does the economic power of labour shift?
“As Christensen saw it, the problem was the velocity of history” - how can organizations

speed up? By automation / computerization / agentification?
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But how can individuals speed up??? Mental training? Using AI to speed up individual
learning? With human self augmentation?

As the book argues: “Automation requires codifying judgment. A human must specify
judgment when the machine is deployed, rather than upon receiving a prediction. That means
that judgment has to be useful for a large number of decisions, and it has to be described in a
way that can be coded. That isn’t so easy.” So maybe abstract, structured thinking is the key
trait for human employability?

If the fact that the amount of judgement (if scales in pre-judgement) needed to operate
our business processes require way smaller number of way higher qualified specialists than
the number of people working now. Comparatively speaking judgement will take on a small
amount of working time, thus, at current demand levels, it is not needed in such quantities to
mandate mass employment.

Finding answers to these questions, and empirically validate the claims of the theoretical
framework proposed is thus an interesting area to work on.



Chapter 4

INTERVIEWS

4.1 Topic and motivation

In this chapter, based on the previously identified research directions, hypotheses and theo-
retical framework I present the results of a quantitative and qualitative analysis of AI’s impact
on the jobs of senior programmers. (This chapter was published in Szabados, 2025.)

4.2 Literature Context

Based on my investigations of economic literature presented before (and published in Sz-
abados, 2024a) two important research trends are to be highlighted: firstly, in the field of
technological adaptation, the framework of Agrawal et al., 2022, which sharply distinguishes
between technological possibilities and organizational realities that limit their practical ap-
plication. As we will see in later chapters, the experiences I outline strongly confirm the
authors’ theses regarding the delay in adaptation (for a more detailed review of the book, see
the previous chapter or: Szabados, 2024b). Secondly, in terms of the impact of AI on labor
economics, particularly from a quantitative perspective, the work of E. Felten et al., 2021b
is considered a prominent research direction, in which they assign a specific metric called
the "AI occupational exposure score" to various occupations, aiming to make the relative
vulnerability of different professions comparable. The metric is based on a classification of
the skills defined by the US Department of Labour Statistics for each profession (see e.g.:
U.S. Department of Labor, Employment and Training Administration, 2024) in terms of their
substitutability by AI solutions, and then aggregates these to create a unified indicator of the
automation potential of a given profession. In this light, it seems particularly noteworthy
that, somewhat contrary to our basic intuitions, the authors feel that "white-collar" tasks are
more automatable by modern AI systems compared to "blue-collar", physically demanding
(unstructured) jobs. In this regard, the position of programmers on the list created by Felten
and colleagues is particularly noteworthy, as those working in the software field received
a very high AIOE score between 1.201 and 1.283 (depending on their exact job), which is

34
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very close to the maximum of 1.528 (top 15%), indicating that, for example, dancers (-2.67)
are much less likely to be affected by any changes due to AI technologies. This strongly
motivates my investigation into whether 1. the adaptation of technology has already begun
in the context of Hungarian programmers, and at what stage it is on the path described by
Agrawal et al., 2022, 2. whether the exposure is indeed as strong as implied by E. Felten
et al., 2021b’s AIOE value.

4.3 Definition of Research Topic

The subject of my investigation is the application of AI solutions, as understood above, in the
field of software development work, touching on all its aspects. While it is obvious that the
central element of this work is the creation of new software source code (or simply "code"
in professional parlance), it is important to emphasize that a software developer’s work also
integrally and indispensably includes testing the code, documenting it, setting up its runtime
environment, as well as communicating with "clients", i.e., those who articulate demands
towards the development process, and other developers, just as much as the professional tex-
tual recording of requirements ("specification"). Since my respondents come from a highly
heterogeneous organizational environment (from large corporations to freelancers), separate
specializations (software development, testing, business analysis, data science, etc.) are often
present in mixed roles (see Appendix C) , so I generally speak of "programmers", examining
the impact of AI solutions on any element of software development work, including all these
aspects.

A further narrowing of the topic is that my analysis mainly focuses on "senior" software
developers. In my definition of "seniority", a person is considered senior if they have been
engaged in programming activities in a full-time, work-related capacity for at least three
years. I took this definition into account both in filtering quantitative data and in select-
ing interviewees. Statements about "junior" software developers (i.e., those who have been
practicing their profession for less than three years) are also recorded from the perspective
of senior interviewees, reflecting their opinions.

4.4 Quantitative Background

Although my analysis is primarily qualitative in nature, many insights can be contextualized
by using conclusions derived from quantitative data as a kind of thinking framework. Since
AI solutions themselves are software products, it is not surprising that key players in the
software development world, including the Stack Overflow Inc., 2024 internet portal, which
plays a central role in the profession, pay strong attention to the impact of AI solutions on the
field. The Stack Overflow portal itself, among other content, operates primarily as a profes-
sional question-and-answer community site, holding a dominant position in developer work
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due to the high-quality community communication that takes place on it. Posting on the site
and providing good quality answers to questions is, in some sense, a matter of professional
prestige, so the site can be considered one of the focal points of the IT profession’s public
sphere. In this spirit, Stack Overflow Inc., leveraging its position as a central professional
forum visited by developers practically every day and an indispensable platform for mutual
assistance, conducts thorough questionnaire research among its visitors on various current
topics every year. Their 2023 survey, covering about 90,000 respondents Stack Overflow,
2023a, in this spirit, devoted a significant portion to questions related to AI technologies,
providing an in-depth analysis Stack Overflow, 2023b of the topic. The data is publicly ac-
cessible, so I also processed it to provide a broader context for the lessons of the in-depth
interviews. It is noteworthy that the same data source has already been processed by Kovács
and Vastag, 2023 and they found it to yield significant information regarding the income dif-
ferences of Hungarian programmers, reinforcing confidence in the relevance of the dataset.

4.4.1 General Demographics of Respondents

The Stack Overflow survey, due to its impressive number of participants (>90k), has sig-
nificant descriptive power, but it should be noted that since it is a voluntary completion, its
distribution may not be fully representative of the entire examined population, essentially all
programmers worldwide. Nevertheless, due to Stack Overflow’s central role, it can be con-
sidered a highly relevant sample. It is worth highlighting that the questionnaire is voluntary,
so mainly those programmers who are proud of their profession and motivated take the time
to complete it. This may possibly be accompanied by a kind of professional openness, even
towards new technologies, although we do not have direct data on this. In the following, I
always focus on the subgroup of "senior" developers from the entire data.

Figure 4.1: Age distribution of respondents (n=57240)

Image Source: Author’s illustration

In terms of age (Figure 4.1), respondents are noticeably from the younger age group, but
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this may easily coincide with the overall age distribution of the programming field (see also:
Developer Nation, 2024).

Figure 4.2: Region distribution of respondents (n=57240)

Image Source: Author’s illustration

In terms of geographical region (Figure 4.2), we see a strong emphasis on "western"
areas, with Western Europe being particularly dominant and, together with Eastern Europe,
representing a greater weight than North America. Since North America (specifically the
USA) is a dominant force in the software development field, and Asia is also significant (for
example, the most populous area in terms of mobile developers, see also: Statista Research
Department, 2016), the data is not entirely representative from this perspective, likely slightly
overrepresenting Europe.

Figure 4.3: Organizational size distribution of respondents (n=57240)

Image Source: Author’s illustration

Regarding "organizational size" (Figure 4.3), or the number of employees in the eco-
nomic organization serving as the context for the programmer’s work, we see a much more
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balanced picture, with the data significantly including individual ("freelancer") and large
organizational contexts (for freelancers, for example, an approximately 10% ratio can be as-
sumed in the USA, see also: U.S. Bureau of Labor Statistics, 2023 and Zippia, 2024, so the
global 6.6% value is not unrealistic).

4.4.2 Current AI Usage

The main question the survey sought to answer was to what extent AI-based tools have
become integrated into the everyday practice of software development by 2023, following
their "explosion" in the 2020-2022 period.

Figure 4.4: Current AI usage of respondents (n=57240)

Image Source: Author’s illustration

From this perspective, it is a significant result that nearly 40% (sic!) of respondents
(Figure 4.4) stated that they are currently actively using AI-based solutions in their work,
and more than a quarter plan to do so, with only 32% believing that there is no place for AI
solutions in their work. It can be stated that the vast majority of professionals have integrated
AI, making it particularly interesting to see what opinions they have about the impact of
these tools on work in such a high "AI saturation" area (the responses can be considered
significant, as the Chi-square statistical value associated with the question – 1311.22 – has
an empirical significance level that is negligible - p<0.0000000001). Therefore, we can reject
the null hypothesis that all categories occur in the same proportion, meaning the differences
observed in the sample are significant.

It is noteworthy that there is indeed an observable age effect in the use of AI by profes-
sionals (Figure 4.5), although its strength is weak (Cramér’s V coefficient: φc = 0.1041), as
it is visibly more likely that higher AI usage (or willingness to use) is observed in younger
age groups. This seems to somewhat reinforce the (often strongly stereotyped) relationship
between age and the adaptation of new technologies.
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Figure 4.5: Current AI usage by age

Image Source: Author’s illustration

Figure 4.6: Current AI usage by region

Image Source: Author’s illustration
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However, the distribution by regions shows less stereotypical results (Figure 4.6) (al-
though the effect is also weak here, Cramér’s V coefficient: φc = 0.1069): the higher AI
adaptation characteristic of African areas, due to the relatively low proportion of respondents,
may be a result of self-selection (more innovative, open workforce uses Stack Overflow, thus
responding to the survey), but we can suspect a kind of technological "leapfrogging" (for
example: Lee, 2021) in the background, where a developing area skips elements of the de-
veloped ones’ previous path and directly uses the more mature technology. In this respect,
Africa, South America, and Asia’s openness towards AI adoption can be a significant advan-
tage, but more relevant to us is that Eastern Europe’s relatively higher usage rate also holds
potential. Therefore, we expect to observe a kind of more open attitude during the qualitative
analysis as well.

Figure 4.7: Current AI usage by organizational size

Image Source: Author’s illustration

It is also an interesting observation that organizational size (Figure 4.7) influences the
adaptation of AI solutions, albeit to a very slight extent (Cramér’s V coefficient: φc =

0.0721). Ideally, in organizations with more than one person (where the possibility of group
learning is already meaningfully present), slightly higher adaptation can be observed, which
continuously decreases in proportion to the size of the organization (and thus the expected
level of regulation) (this effect, however, seems weaker than the previous ones based on
Cramér’s V). During the interviews, we will attempt to explore whether there is indeed such
a correlation between organizational size and adaptation.
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4.4.3 Prospects

Perhaps the most important element of the Stack Overflow survey concerns developers’ ex-
pectations. In Figure 4.8, I attempted to summarize the opinions of senior developers on
which areas they expect the most change in the upcoming period.

Figure 4.8: How will your work change in a year?

Image Source: Author’s illustration

Although it is visible (Figure 9) that every area seems significantly affected, accord-
ing to seniors’ expectations, the main process of writing code will undergo the most sig-
nificant change, thus being exposed to potential efficiency gains. Additionally, the plan-
ning/specification phase of projects, and even learning about different technologies, receive
significant emphasis. The latter is particularly interesting, as it constitutes a frequently un-
deremphasized element of developer work, where the professional must invest significant
time in getting to know a new solution or tool before even starting to solve a problem.

In the qualitative examination, I directed attention to these areas with specific questions
regarding their daily workflows, time requirements, and automation potential, as well as
attempted to inquire about expectations (for the next maximum three-year period). It is
worth noting that while further quantitative insights could be gained by filtering the Stack
Overflow data to Hungarian respondents only, unfortunately, among the respondents, a total
of 231 Hungarian senior programmers provided information on any question in this topic,
and their response distribution is quite fragmented (see AppendixAppendix D), so we cannot
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draw significant quantitative conclusions. Accordingly, I will explore the Hungarian results
along the lines of qualitative analysis.

4.5 Qualitative Examination

4.5.1 Method

Taking into account the broader context above, I sought to answer, using in-depth inter-
view methods, how Hungarian programmers’ practical experiences with the application of
AI solutions compare to the results of the Stack Overflow survey, and how their prospects –
particularly their expectations regarding changes in the labor market – are influenced by the
spread of AI technologies.

During my investigation, I conducted 20 in-depth interviews to cover the above general
age distribution (see Appendix Appendix C), thus I specifically interviewed Hungarian se-
nior programmers in 40-60 minute individual online interviews about their insights on the
topic. The selection of interviewees was based on professional groups ("meetup") and colle-
gial relationships, using a "snowball" method, through recommendations, with the selection
criteria being compliance with the age distribution in addition to seniority (Figure 4.9 com-
pared to Figure 4.1).

Figure 4.9: Age distribution of interview subjects (n=20)

Image Source: Author’s illustration

As Figure 10 shows, my respondents fit well with the distribution of demographic vari-
ables presented in the previous chapter. Respondents included those under 30 and over 60,
as well as those working in large organizations (over 1000 employees) and individual "free-
lancers" (see Appendix C). Despite all my respondents being of Hungarian origin and the
interviews conducted in Hungarian, due to the nature of the software market, both their
place of residence (Spain, Germany, Austria, Switzerland, Hungary) and the organizations
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or clients employing them resulted in a mix that included both Eastern and Western Europe,
which is actually characteristic of the industry, especially in the post-COVID period, where
remote work is significant.

Since my respondents considered their statements about their work to be sensitive from a
competitive market perspective, I only process their responses in anonymized and aggregated
form.

4.5.2 Interview Structure

The interviews conducted during the research followed a comprehensive and detailed outline
(see Appendix B), aiming to deeply examine the integration of artificial intelligence solutions
in the workplace and their impact on the labor market and programmers’ careers. In the
introductory section of the interviews, we discussed the participant’s background in entering
the programming field and their current role, as well as their work environment, focusing
on the methodological and technological maturity of the environment. The main section
explored the integration of AI into daily work, the potentials of automation, the analysis of
daily schedules and tasks, and the risks and problems associated with AI application. This
was followed by a discussion on the impact on careers and the labor market, while the closing
section provided an opportunity for clarification, sharing further insights, and concluding
thoughts. The interview outline was designed to provide a thorough insight into the current
state and future prospects of AI technology application in the workplace, deliberately not
addressing its broader societal impacts.

4.5.3 General Observations

4.5.3.1 Factors Behind Openness/Application Level

Although a significant portion of the interviewees reported that a kind of career orientation
developed quite early (for some in childhood), leading most to participate in specialized
higher education, several (6) stories emerged during the conversations showing sharp career
shifts (e.g., from teaching or managerial positions) towards programming. One might assume
that such strong transitions influence the degree/speed of openness towards new technology,
but both among those who "inherently" chose the career and among the "career changers",
higher levels of experience in applying AI technologies could be observed, as well as lower
levels among those who did not. It seems that it is not a deeper attitudinal difference, but
rather the level of professional interest and the early investment of effort in testing technolo-
gies that are the main determining factors in the level of technological adaptation observed
in a given professional.

It can also be established that in cases where the level of use is not high, this is not
linked to a lack of early experience. Professionals who do not apply AI solutions in their
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everyday work also reported experiences of trying/testing (e.g., in the form of a "hackathon"
- see Lexikon, 2024 - type event), but on the one hand, they report mixed impressions ("it
doesn’t work independently yet"). It should be noted that in framing their experiences, the
"autonomous" application of AI solutions was much more present, which did not show sat-
isfactory performance, rather than a kind of "assistance" type of use. This could easily lead
to these professionals not making the significant effort – which all speakers consistently re-
ported – to make the technology "usable", customize it, and integrate it into their individual
workflows.

A strikingly consistent position among the respondents was that, in addition to shaping
the technology, individual learning, trying, and experimenting were dominant aspects. They
made it clear that it is not a kind of given, fixed source (e.g., curriculum) knowledge that is
needed, but experiential, experimental knowledge that the individual acquires through open
and unstructured experimentation with the technology. The extent of this experimentation
and the knowledge of the exact limits of the technology, as well as the diversity and efficiency
of its application, were – unsurprisingly – closely correlated.

Another, although not dominant or necessary, facilitating factor was if the given profes-
sional had previously gained experience with an earlier generation of AI technologies during
their career or studies. If they moved in a related field (data engineer, machine learning en-
gineer roles), the adoption of the latest technologies was almost a natural, expected step for
them, but even those who moved entirely in "traditional" roles (e.g., "backend" engineer) and
had no prior AI exposure were also present in significant numbers among the early experi-
menters. Overall, it can be said that it is a facilitating but by no means necessary factor. (For
example, there was a specific "data scientist" specialist who still chose the lower usage level
because, in their opinion, validating the solutions proposed by AI systems requires a lot of
effort.)

A factor hindering application was the issue of data protection. Several expressed con-
cerns that corporate protected information could leak or be accessed by unauthorized "third
parties" with the currently dominant solutions. Two solutions are conceivable to address
these problems: the creation of stricter corporate policies and the development of secure
solutions (e.g., dedicated corporate subscriptions). However, several other, more innovative
speakers highlighted that they were "lucky" that the development of corporate guidelines
took place slowly because it allowed them to experiment freely (and, in their opinion, with
full consideration of data protection aspects), gaining the essential experiences that now
make them routine users. This highlights the innovation-inhibiting effect of overly bureau-
cratic corporate guidelines and emphasizes that ideally, companies themselves proactively
provide the opportunity for free experimentation in a protected environment.
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4.5.4 Basic Findings

The interviews revealed a wide range of opinions on the impact of AI-driven automation on
the employment of junior and senior programmers. There was a high degree of agreement
among participants on certain core themes, but contradictions occasionally arose.

Two products/services, "Github Copilot" and "ChatGPT", were mentioned by almost
every speaker, with their experiences largely revolving around these two solutions. Among
those with more serious experience, several showed strong commitment to these tools. "I
would pay for these subscriptions before a bus pass," said one of the most senior developers,
working in a very closed, financial environment, indicating that they had to fight to even
access these tools in a work environment.

4.5.4.1 Efficiency Increase

All interviewed software developers agreed that the application of AI technologies brings
small or large (according to many, fundamental) changes to the work of software developers.
Even the most pessimistic interviewees highlighted the possibility of efficiency increase,
while more experienced ones noted its fact and estimated 10-30% magnitude. Accordingly,
it can be concluded that there is a consensus among professionals regarding the relevance
of the technology. This strongly confirms the findings of other studies, such as Dell’Acqua
et al., 2023, who measured a 43% performance increase for junior "knowledge workers" and
a 17% increase for seniors in knowledge-intensive activities, highlighting the fact that the
automation of junior-type activities is more feasible with the help of modern large language
model technology. Additionally, the quantitative results (Stack Overflow questionnaire) can
also be well supported by the picture emerging from the interviews: a smaller proportion of
developers, roughly a third, do not have significant experience in the professional application
of AI technologies and do not feel it particularly emphasized, while two-thirds, with varying
degrees of experience, are open and agree that significant impact is expected.

4.5.4.2 Outsourcing Monotonous Tasks

There is a strong consensus that, at their current level of knowledge, AI systems are much
more effective at replacing more monotonous and schematic tasks in a software project,
primarily by writing and documenting a specific module or even a "function" within it. This
was typically framed as a lower value-added, "junior" task, but several added that in terms of
quantity, such tasks can also make up a substantial part of a senior’s work, so the currently
observed efficiency increase mainly results from the automation of these tasks.

It is important to highlight the limitation mentioned by almost every respondent: current
systems are only limitedly capable of creating complete projects or comprehensive solu-
tions, so human supervision is always necessary. Opinions were more divided on whether a
significant advancement in this AI capability is expected in the near future.
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An interesting statement was, for example: "I can precisely specify what needs to be
done, direct the AI’s attention to how I want to solve it. I converse with it, enjoy it, use an
iterative development process." Reading between the lines, on the one hand, it is strongly
felt that from a senior’s perspective, they can easily judge when a system makes a mistake,
as they have a clear picture of what they want, and on the other hand, it is clearly visible that
outsourcing more monotonous work elements makes the work atmosphere more enjoyable.
Behind this is obviously the sense of control from seniority and the sense of efficiency from
AI solutions.

Related to this, a fundamental and constantly recurring insight was that the errors or "hal-
lucinations" (see more in L. Huang et al., 2023) made by AI systems require two important
skills for detection and correction, both of which deserve discussion in themselves.

4.5.4.3 Necessary Skills

One of the skills is essentially seniority itself, or experience. Almost every respondent
with AI system experience stated that they rely on their professional experience and insight
when judging whether a solution generated by AI "looks good", i.e., meets professional
requirements, "does what we want it to do". This ability (being seniors) was given among
the conversation partners, but several expressed doubts about how a junior, who "doesn’t
have an eye" for such things, would cope with this task (see below: junior paradox).

Several felt that the task of the programmer of the very near future will no longer be
writing code, but much more clarifying requirements and judging the result, ensuring quality.
This deeply resonates with Agrawal et al., 2018’s theory that the power of AI solutions lies
in cheap "prediction" (in this case, predicting "what should be written here in code"), but as
a complementary good, the demand for human "judgment" will increase significantly.

Another significant skill was – surprisingly – a kind of doubt or reflection, which several
mentioned as a crucial element for effectively working with AI systems as a programmer (or
more broadly as an informed, not misinformed, independent citizen). Since the possibility
of "hallucination" always exists, almost without exception, every speaker saw the greatest
danger in "overconfidence" and "lack of reflection", where we simply surrender ourselves
to AI solutions without critically evaluating their responses. Several also spoke of a kind of
"crutch effect", where we become too accustomed to using a mental aid (in this case, AI),
and thus lose our independent abilities.

4.5.4.4 Other Areas of Application

Two other areas highlighted by the majority of speakers well reflect the conclusions of the
Stack Overflow survey: the AI-based automation of writing software tests and the use of AI
solutions for learning purposes.

Regarding testing, several mentioned that low-level software component tests are them-
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selves source codes, and a significant portion of them are quite schematic, making them
particularly suitable targets for AI-based automation. Quickly and efficiently writing the
"framework" of tests alone can significantly shorten workflows (see also: Naimi et al., 2024),
as one respondent noted: only the more interesting, "exotic" test cases need to be written by
hand. However, another respondent specifically drew attention to the fact that if both the
code and the test are written by a machine system, the likelihood of catastrophic errors in-
creases, so in their opinion, either one or the other should be written by a human. A respon-
dent working as a lead programmer instead sees the usual social quality assurance processes
("code review"/"peer review") as effective, again highlighting the importance of reflection
and judgment. It should be noted that in the field of testing, the Stack Overflow survey
measured lower usage intensity than what can be inferred from the statements of current
respondents (see also Quantitative Background – Prospects section above).

In terms of "learning together", it is crucial to highlight that practically every speaker
confirmed the possibility of using AI solutions as a kind of "oracle" (a term used in one
interviewee’s workplace group) or "trainer" to learn much faster (this aligns with Petrovska et
al., 2024’s findings, who examined the integration of "generative AI" solutions into software
engineering education). This can be good news in terms of counterbalancing the increased
learning demand caused by accelerated technological innovation affecting programmers (and
can help solve the junior paradox as well). However, several emphasized that, on the one
hand, learning together with AI systems is also a skill to be practiced, and on the other hand,
filtering out potential hallucinations in responses intended to aid learning is also a serious
human task (again requiring experience and reflection).

Interestingly, even when asked directly, several had negative opinions about the area
of client communication and specification writing, which they still consider a dominantly
human area – not confirming the strong emphasis observed in the Stack Overflow survey (the
discrepancy remains even if the Stack Overflow survey is filtered to Hungarian respondents
only). Only a freelancer raised the possibility that communication with clients and the proper
"facilitation" of specifications from clients could also be an AI-supported area.

4.5.5 Impact on Employment

Asking a bit more broadly and shifting from individual work to the organizational/economic
level, the following conclusions could be drawn:

Uncertainty and Negative Consequences: There is uncertainty regarding the impact of
artificial intelligence, with some expressing concerns about the potential for AI to automate
jobs, particularly those of junior developers, and the possibility of increased unemployment
in the programming sector due to the reduced demand for human programmers in light of
automation tools and no-code platforms.

Potential for Efficiency and Competitive Advantage: Others (and often the same in-
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dividuals as above) see AI-driven automation as a promising development that could lead
to more efficient processes, provide a competitive advantage to those who integrate it into
their workflows early, and potentially significantly change the programming field. This view
suggests that while the demand for developers may decrease, the efficiency and effectiveness
of project completion would increase. Several added that it seems the application of AI will
soon become an essential foundation that competitive organizations simply cannot ignore.

Regarding productivity growth, however, one of the interviewees in a leadership position
drew attention to an interesting phenomenon: if the use of AI tools is not part of the corporate
"policy" (i.e., not centrally introduced, supported, and transparent) in an organization, then in
a peculiar way, employees take the initiative themselves and start using AI tools in their work.
This raises several issues: on the one hand, the phenomenon of "shadow IT", as Ogedengbe et
al., 2024 reinforces, i.e., the use of IT tools without the knowledge and approval of decision-
makers, which can pose serious cybersecurity and data protection problems, and on the other
hand, it can also reveal a kind of conflict of interest. If the system of workplace incentives
is not appropriate, then the efficiency increase of employees does not appear in the overall
performance of the organization, as employees "keep the freed-up time and capacity for
themselves". This highlights the challenge that requires the earliest and clearest AI strategy
development from organizations.

Shift Towards More Abstract Work: There is a strong belief that AI-driven automa-
tion will lead to job transformation, and programmers will need to focus more on business
processes and abstract tasks rather than low-level coding. The work essentially "abstracts".
This includes a shift in the talent market towards less coding and more use of AI tools. One
interviewee put it that this has always been the case in the history of IT, as they themselves
do not know exactly how the computer works at the electronic level, they only formulate
tasks on an "abstract" language layer (programming language). In this sense, AI tools only
provide the possibility of formulating in a more human-friendly, natural language. The opin-
ions of my interviewees strongly align with Agrawal et al., 2022’s view that the basic unit
of business, practical life is not the isolated solution, but the "system", which consists of the
joint operation of several solutions and is based on the deterministic operation of solutions.
AI-based solutions will only have a path to wider adoption if they can reliably integrate with
other solutions in this sense, forming a "system".

4.5.6 Junior vs. Senior Programmers

Decrease in Junior Programmers’ Employment (the "Junior Paradox"): Many believe
that AI-based automation will unfavorably affect junior programmers, as the replacement
of tasks typically performed by them will result in higher unemployment for them, and
companies will prefer to hire experienced programmers skilled in handling complex tasks.
Most pointed out the paradoxical situation that becoming a senior programmer can only be
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achieved by passing through the junior programmer status, but due to automation, junior po-
sitions become scarce. This places a significant burden on higher education, as much more
"mature" students need to be released into the market if we want to see a realistic chance
of their employment (as mentioned earlier, this fits well with Dell’Acqua et al., 2023’s find-
ings).

Several speakers also raised the possibility that learning programming and during the
junior level, workers will be forced to acquire sufficient proficiency in the form of quasi self-
education or "hobby", i.e., unpaid work, until they can apply for a senior position. One even
stated that this phenomenon endangers the sustainability of the entire field, as the replace-
ment of senior professionals is not ensured, so some form of intervention or investment will
be necessary, either from organizations or the state.

However, other respondents were much more optimistic, highlighting the possibility of
"increasing abstraction", where today very few, possibly maximally senior programmers are
forced to use "low-level" languages or concepts close to machine code. AI solutions will
only represent an additional level of abstraction, and juniors can start learning this level right
away. (However, other speakers saw serious dangers and "general skill decline" in such a
leap over the "basics".) Based on these, several outlined a kind of "junior paradox".

Opportunities for Senior Programmers: Older programmers are considered better pre-
pared to effectively use AI systems and lead projects, meaning their employment prospects
will not be as negatively affected. Their experience and deeper understanding of the field
may enable them to navigate the changes brought about by artificial intelligence more suc-
cessfully.

Critical Skills and Continuous Learning: The necessity of critical skills such as sys-
tems thinking, analytical skills, and a strong understanding of business processes is em-
phasized for all programmers. Continuous learning and adaptation to new technologies are
highlighted as essential for maintaining employability in the face of AI-driven changes. For-
tunately, as we have seen, AI systems themselves can help with this.

4.5.7 Views on the Role of AI

Concerns About Reliability and Quality: There are concerns about the quality of work and
the reliability of AI-generated code, with some fearing that automation could lead to lower
quality outcomes, more project failures, and a lack of critical thinking and work verification,
but there was also a counter-opinion: well-functioning automation could lead to more stable,
reliable solutions according to some. The issues of quality concerns and "over-reliance"
fit well with Dell’Acqua et al. (2023)’s findings, who demonstrated that in tasks where
current AI systems are still operating at the limits of their performance, and their users do
not reflect on this, merely accepting their solutions, they may even reach significantly worse
outcomes than if they had not applied any AI solution at all. Therefore, a critical attitude and
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proficiency are particularly essential.
Optimism About Support and Learning: Several are optimistic about the educational

and guiding role of artificial intelligence for programmers, helping them learn and develop
their skills, as well as increasing work efficiency and project completion rates.

4.5.8 Summary

As a fundamental statement, it is acceptable that there is almost complete consensus in the
profession regarding the possibility of a significant, at least 10-30% performance increase,
confirming both Dell’Acqua et al. (2023)’s results and Felten, Raj & Seamans (2021)’s
earlier estimates in terms of the significant exposure of programmers’ work to modern AI-
based automation. Everything else can be interpreted based on this. If not in full magnitude,
but in terms of significance, this aligns with several measurements, such as the conclusions
drawn from Google’s own methodology-based estimates - see DeepMind, 2024.

Additionally, it can be inferred from the statements that while the market value of junior
software development work is expected to decrease, the value of senior work (after a smaller
temporary decrease, perhaps) will increase in the long term, so we can speak much more of
a kind of polarization, which aligns well with E. W. Felten et al., 2019b’s description.

In terms of consequences, while there are concerns about the potential increase in unem-
ployment, particularly among beginner programmers, and the impact on work quality, there
is also a strong belief in the possibilities of efficiency, learning, and the transformation of
jobs towards more abstract and conceptual work driven by artificial intelligence. Continu-
ous learning, adaptation, and a focus on high-level skills are key strategies for programmers
to navigate the changing environment, and experience and reflection become fundamental
values.

It is worth noting that the above conclusions receive explicit reinforcement when consid-
ering the opinions of those creating AI tools (e.g., the most frequently mentioned and used
Github Copilot), as the head of Github Scheffler, 2023 also sees the future of programming
work moving towards similar areas as my interviewees.

A recurring dilemma, however, is that if the efficiency of development work increases
significantly, i.e., more software can be created with the same number of people, or the
same performance can be achieved with fewer employees, which scenario will occur. In the
first case, a significant boom in the software business area is expected, while in the other
case, a wave of layoffs that seriously suppresses employment is possible, even if it increases
profitability.

One decision point that most professionals mentioned multiple times is the following: if
the "order flow" or "innovation potential" is healthy in a given business, then these organi-
zations are more likely to aim for increased production rather than reduced employment, as
"there is still so much to do" (especially since the unit cost of programming tasks decreases,
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allowing new clients, e.g., SMEs, to enter the market with realistic demand, for whom "cus-
tom software" was previously too expensive).

However, if there is no significant demand for innovation in the given company, or if there
is no significant potential for market expansion ("we’ve already written all the software we
needed") in a given product/service area, then while the broader introduction of AI solutions
may have a favorable impact on the future profitability of the organization, it will only come
at the cost of significant employment reduction.

The above question, whether the efficiency increase can lead to market expansion with
maintained workforce or even serious unemployment, aligns with Bessen, 2019’s model,
who modeled the impact of previous waves of AI technologies on the manufacturing sector.
His model, which aims to address the above two scenarios uniformly, emphasizes the elas-
ticity of demand, i.e., it points out – as implied above – that a key question when automating
a given industry is whether there is such unmet demand in the background that can keep pace
with the supply increase caused by efficiency growth. The key question, therefore, is what
our expectations are regarding the demand for software solutions. Do we think that we want
to perform a finite amount of tasks with software – thus demand can be easily satisfied – or
do other economic effects prevail in the software field? I share von Engelhardt, 2008’s view
in The Economic Properties of Software, which states that a "network effect" can be observed
in the software field, i.e., the more software we use, the more valuable newly created soft-
ware products can be, simply by enriching the functionality and thus the usefulness of the
existing ecosystem (unfortunately, there is currently very little literature available to provide
a definitive assessment of whether it is indeed elastic or inelastic demand, for an overview
of the question, see also Peng et al., 2023. Additionally, the opinions of interviewees were
divided on the issue, perhaps with a slightly higher proportion – 12:20 – being present in
"optimism"). Based on this, in my opinion, we should not be so concerned about the finite-
ness of demand, but rather strongly support technological adaptation so that businesses can
adapt with sufficient dynamism, and the "cultural lag" (see Laato et al., 2023) does not be-
come a dominant hindering force. The "cultural lag" theory describes that technological and
material culture, such as software and digital technologies, develop faster than non-material
culture, which includes social norms, beliefs, and organizational practices; this dissonance
results in society and businesses having difficulty adapting to new technologies, as the skills,
knowledge, and attitudes necessary for the introduction of new technological developments
develop more slowly, causing significant delays in effective adaptation and the full potential
of technological innovations.

Therefore, it is interesting that during my interviews, there was a (strongly illustrating
the above "cultural lag") opinion that due to the insufficient number of sufficiently innovative
people and the delay or risk aversion observed on the part of businesses, the corporate adap-
tation of AI technologies is proceeding much more slowly than would be possible, giving
people time to retrain themselves. The result of this is a kind of labor market stability, but



CHAPTER 4. INTERVIEWS 52

also the absence of growth potential. A calm before the storm.
For now.

4.5.9 The Speed of Spread - "In-Between Times"

The above tension, i.e., the existing strong potential, the performance increase reported by
early users, but the inertia (due to lack of knowledge or institutional/personal professional
inertia) mentioned by pioneer professionals, deserves special mention, as it fundamentally
supports Agrawal et al., 2022’s ideas. The authors’ concept regarding any general-purpose
technology – in this case, AI – is that even in the case of a new, radically more efficient
technique, its spread can be divided into well-defined stages: initial experiments leading to
"point solutions", an emerging phase characterized by the application of new complete solu-
tions ("application solutions") implying the reorganization of certain processes, and then the
full saturation phase, in which entire systems are transformed in light of the new technology
("system solutions"). The area between point solutions and the growth phase is referred to by
the authors as "in-between times", characterized by the enormous technical potential along-
side its frustrating underutilization, due to the high inertia of existing systems, but also their
good functioning, as if there is no sufficient external pressure, investing in radical transfor-
mation simply does not pay off, as the sunk cost in the previous system is significant, it works
satisfactorily, and investing in the adaptation of the newer technology is costly. This is cur-
rently true for AI systems, although the costs surprisingly do not stem from the technology
(several interviewees highlighted that they can even pay for the use of AI tools themselves),
but rather from organizational costs and the cost of acquiring knowledge. Almost all in-
terviews described the phenomena of "in-between times". Nevertheless, the technological
transition, and thus investment in it, is considered inevitable by the unanimous opinion of
the respondents, so it is important to consider the questions arising from the timing of the
investment. As we can infer from Bughin et al., 2018’s simulation results, there can be
significant differences in the "cash flow" implications of technology adaptation (where the
authors use "cash flow" in the sense of investment in technology and its return). Their con-
clusion (which, although a 2018 estimate, predates the latest AI wave) is that considering a
roughly 15-year spread time, companies investing in AI technology in the first 5-7 years can
expect a 122% return by the end of the period, late adopters only a 10% profit, and those
not adapting at all a 23% loss. Although their estimates are by no means limited to the IT
sector or even the Central and Eastern European region, they are worth considering, as both
in direction and magnitude, they align with the accounts of my interviewees. Based on these,
it can be stated that exploiting the currently available potential is a fundamental interest, thus
requiring action from a broader policy perspective.
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4.5.10 Policy Recommendations

During conversations with professionals, several topics or strategies were mentioned repeat-
edly, which I formulate into policy recommendations below:

Resolving the Junior Paradox:
Paradoxically, due to the spread of higher levels of automation, acquiring professional ex-

perience is expected to require greater time and financial effort from beginners, so supporting
targeted entry-level jobs (e.g., through tax policy tools) and creating longer and more deeply
integrated training programs with professional practice may be essential for the growth of
future generations of experienced professionals. This is a particularly important area for
intervention, as without it, a kind of sustainability crisis may develop.

Supporting Start-Up Enterprises:
It seems that several statements confirm Agrawal et al., 2022’s (and even Scheffler,

2023’s) theory that established companies with existing processes and traditions have a sig-
nificant innovation disadvantage compared to newly established companies with a "clean
slate", as transforming existing processes and retraining their employees is a severely costly
process. Accordingly, supporting newly established companies that inherently incorporate
innovation can be a key development tool at the national economic level.

Programmatic Development of Skills:
Most respondents highlighted the fundamental importance of "interpersonal" (human-

to-human, human-to-machine) communication skills, as well as the ability for "reflection"
and the ability to absorb new information, so systematic training/development in the form
of programs to support these "soft skills" should be considered. It is particularly noteworthy
that the automation of programming tasks by AI solutions exerts additional pressure on spe-
cialized higher education systems, as they must produce even more "mature", "marketable"
workforce if they wish to maintain the competitiveness of degrees. This competitiveness,
as well as the "competence disharmony" between education and market requirements (see
Nagyné Halász, 2023), was thoroughly examined in the context of Hungarian IT higher ed-
ucation, and the findings, which reflect the strong demand for "soft skills" (see also Galster
et al., 2022) from market players must receive even more decisive emphasis in light of the
automation phenomena discussed above.

Broader Information Dissemination:
Both individual career decisions and societal/political decisions surrounding technologi-

cal regulation and the redistribution of economic goods require much broader information to
be available regarding the nature, mechanisms, possibilities, and dangers of AI technology,
so that responsible citizens can make informed decisions about both their individual and col-
lective future, as Brauner et al., 2023’s research also implies, strong misunderstandings and
prejudices currently hinder enlightened public discourse.



Chapter 5

LARGE SCALE ANALYSIS OF
ONLINE JOB MARKET DATA

5.1 Topic and motivation

In this chapter, based on the previously identified research directions, hypotheses and the-
oretical framework I present the results of a large scale quantitative analysis of 1.3 million
online job advertisements posted online, targeting Hungary, to give a detailed analysis of
possible measures for real life AI adoption. (This chapter is accepted for publication as a
separate article, and is currently being published).

5.2 Methodological Considerations

The application of AI solutions in the world of work is the result of a market process, where
on one side is the availability of technology (its price, the level of capital investment re-
quired for its use), and on the other side is its usefulness (for example, the productivity
increase achievable through AI solutions). However, any widespread use also requires the
presence of employees in an organization who are capable of effectively applying the tech-
nology, which can be strongly influenced by the presence of knowledge about AI-based job
opportunities, i.e., the fact that an employee encounters job opportunities where AI capabil-
ities are a significant element. To examine this - and perhaps as a "proxy" for AI application
- we believe that analyzing the text of public job advertisements is very suitable. In our
work, we analyzed more than 1.3 million online job advertisements relevant to Hungary (in
terms of the location of work or targeting of the advertisement) between 2019 and 2024 using
computational text analysis methods.

54
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5.2.1 Data Source

The professional large-scale extraction of internet content has become a significant business
area, so filtered and pre-processed job advertisements are also available in "turnkey" database
form. Among these, we used the services of the Jobspikr, 2024 company, which provided
Hungarian, English, and German job advertisements collected in the aforementioned time
frame and quantity, on which we could apply natural language processing tools.

The most important columns of the database are as follows:

• crawl_timestamp: the time of data extraction

• url: the web address of the job advertisement source.

• job_title: the title of the job.

• category: the category of the job advertisement.

• company_name: the name of the employer company.

• city, state, country: the geographical location of the job (city, state, country).

• post_date: the publication date of the job advertisement.

• job_description: the job description in free text form.

• job_type: the nature of the work (e.g., full-time, part-time).

• salary_offered: the offered salary, if available.

• job_board: the source of the job advertisement (e.g., job portal).

• contact_email, contact_phone_number: the contact details of the job advertisement
publisher.

• apply_url: the link to apply.

• logo_url: the availability of the company logo.

Furthermore, the database contains several "inferred" columns generated by machine,
such as inferred_city, inferred_state, inferred_country, inferred_job_title, which were pro-
duced from the text of the job advertisement or other metadata.
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5.2.1.1 Used and Omitted Data

During the research, the following columns were found to be relevant and were used:

• job_description: the full text content of the job advertisements, which formed the
basis of the analyses.

• city: the city name used to determine the geographical location.

• post_date: the publication date of the advertisement, which supported the time series
analyses.

In contrast, columns with the inferred prefix – such as inferred_city, inferred_job_title,
inferred_salary – and data describing the category, salary level, etc., were not used in the
analysis. These data were based on automatic classifications, which seemed to have highly
variable accuracy and could have resulted in excessive noise during data analysis. Although
these columns have potential for further processing, they were not considered reliable for the
current research purposes.

For sectoral classification, company names were first manually normalized (merging
name variations and treating, for example, corporate groups as a single entity even if they
have different subsidiaries), and then the TEÁOR 2025 classification system was applied,
which was done with a separate program. This ensured that job advertisements were ac-
curately classified into industry sectors, regardless of the accuracy of the data provided by
JobsPikr.

5.2.2 Text Processing Methodology

Our analysis is based on processing the job_description text field. The text contained job ad-
vertisement texts largely stripped of HTML elements, which we primarily wanted to classify
in terms of:

1. Whether it explicitly mentions AI or related terms in any language?

2. Whether its semantic content implies that the person filling the position works with AI
solutions, either explicitly or implicitly?

While the first approach involves complex keyword-based matching and aims to capture
any advertisement that mentions AI in some form, the latter involves deeper, meaning-based,
semantic processing to classify advertisements based on whether the job itself involves AI-
related tasks. The technical aspects of these two approaches are detailed below.
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5.2.2.1 Processing Environment

Our entire analysis was conducted in a Python 3.10.13 based development environment,
which allowed scalable processing of large input data using the Pandas framework, execution
of language processing steps, and subsequent general and time series-specific analyses.

5.2.2.2 Processing with Regular Expressions

The most efficient way to perform complex keyword-based pattern matching is by using
regular expressions (Regular Expressions, RegEx), based on the foundations laid by Kleene,
1951. RegEx expressions allow matching of keywords and keyword combinations (even in
inflected forms). In this spirit, we created a regular expression that matches various linguis-
tic variations of terms related to "AI," "machine learning," "computer vision," "natural lan-
guage processing," "data science," and other AI-related terms, including English, German,
and Hungarian languages, as well as some common misspellings, enabling binary (Yes/No)
classification of topic mentions.

Regular expressions identify and classify textual data based on a predefined pattern. They
examine a given text character by character and determine whether it contains expressions
that match the specified pattern matching rules. RegEx engines support various character
groups, metacharacters (e.g., . for any character, * for repetition), as well as alternatives
and groups, allowing for the recognition of complex linguistic structures. In application, for
example, AI-related keywords and their variations can be identified in a job advertisement
text, enabling automated determination of the advertisement’s connection to AI. However,
due to the rigidity of rule-based matching, false positives can often occur, especially if a
word or phrase has multiple meanings or if the mention is merely formal.

The exact regular expression used for classification can be found in Appendix Appendix F.
The regular expression can be efficiently applied to the entire dataset using the Pandas

framework’s .apply() solution.

5.2.2.3 Processing with LLM Methods

The significant disadvantage of the above approach is that it can give "false positive" signals
in situations where the given job advertisement matches the regular expression merely due
to other orthographic peculiarities (unfortunately, a completely accurate match cannot be
provided due to the frequent use of the ai letter combination) or, worse, merely mentions
AI solutions as a stylistic element (see below), or - more relevant to our topic - as part of
corporate branding. (We will address this phenomenon later.)
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Example: AI as a misleading stylistic element in a job advertisement

I thought about using ChatGPT to write a job ad for me and its answer was actually. . .
Nothing. Because I decided not to use ChatGPT. . . Not everything can be driven
by A.I., sometimes we need to speak to one another, human to human to create real
connections, even in business. . .
We are currently looking for someone who can lend their communication and inter-
personal skills to our MSP admin team to work closely with candidates and clients to
build meaningful and fruitful relationships. . .
Nothing Artificial about this role ;) At XXX we believe working as part of great teams
is the key driver to our success! Our amazing teams provide solutions and expertise
that help companies position for growth, execute on strategy, and improve business
agility.
Work with us and you’ll be joining the market leader in Recruitment Outsourcing.
So if you are someone who: Is experienced in an administrative role or commercial
support environment, preferably in staffing or recruitment...

Accordingly, deeper, meaning-based, semantic processing is needed for content-based
classification of job advertisements. Considering the scaling challenges posed by over 1.3
million data points, human semantic evaluation is not feasible, leaving only a machine-based
approach. Approaching the problem as a binary classification task, we could mobilize the
full toolkit of machine learning and likely achieve acceptable results with some form of pre-
trained and fine-tuned neural network system used for semantic classification on our data.
However, the widespread adoption of LLM models allows for their effective and scalable
use as semantic classifiers even in a zero-shot sense, as demonstrated by Wang et al., 2023.
This aligns well with the trend outlined by Ziems et al., 2024, which shows the effective use
of LLMs for social science research purposes.

In such cases, we would only need to write an appropriate instruction, i.e., a prompt (for
the origin of the term, see also McCann et al., 2018), or perhaps provide multiple examples
using the few-shot method to help maximize performance, as demonstrated by Liu et al.,
2024. The problem-solving ability of LLMs largely depends on how we provide instruc-
tions to them, i.e., how we prompt them. Designing the appropriate prompt is crucial, as
LLM models, due to their generative nature, do not necessarily respond in a structured man-
ner but often elaborate on their answers, ask follow-up questions, or provide explanations.
Therefore, in a binary classification task, it is particularly important that the prompt clearly
defines the desired output: the model should respond with only one of the predetermined
two categories (e.g., "True" or "False") without any additional explanation. Several methods
exist to enforce structured responses, such as explicit instructions on the response format,
e.g., "Please respond with only ’True’ or ’False’ and do not provide further explanation!" or
similar instructions that increase model consistency.
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In the binary classification task, we need to set the LLM prompt so that it can distinguish
between job advertisements that are actually related to AI in content and those that only
mention it superficially or are completely irrelevant. This can be done in a completely "zero-
shot" manner, i.e., without showing examples, or with "few-shot" learning, where a few
examples are provided to better tune the model to the task. The prompt can be fine-tuned
by directly including clear instructions on what the model should look for in the text. For
example, we can specify that only advertisements that explicitly mention machine learning,
deep learning, data science, or other AI-related keywords should be classified into the AI-
related category. Alternatively, the LLM can be used for semantic classification, where it not
only examines explicit keyword matches but also considers the content and context of the
given text.

Interpreting the output of the LLM model is also crucial, as the output can often contain
variability. For example, the model may generate formats like "True." or "True!", which are
easily manageable, but it may also provide responses that do not clearly meet the expected
binary classification criteria, such as: "This advertisement is likely related to AI, so yes."
To avoid this, in addition to the clarity of the prompt formulation, post-processing steps are
often necessary to ensure that the output is processed in the correct format. This can be done
using regular expressions or other text analysis methods, or by using the "structured output"
option available in the application interface of the given provider (in our case, OpenAI).

To avoid the uncertainties of LLM-based classifiers, we opted for a stricter approach: we
manually created a training and test dataset (fortunately small in size due to the nature of the
solution), and then used automatic prompt optimization procedures to create a highly effi-
cient LLM-based classifier prompt. With the optimized prompt, we ensured that the model
not only performed accurate binary labeling but also achieved nearly flawless performance
on the manually validated test dataset. In the next step, we applied this optimized prompt
to the entire dataset to automatically identify AI-related advertisements in a large-scale job
advertisement dataset.

5.2.2.4 Prompt Optimization with DSPy Package

A known issue with LLM-based task-solving (as demonstrated by Si et al., 2023) is that the
model’s performance can vary greatly in task-solving depending on the exact wording of the
instructions (prompts), even if they may seem equivalent to a human reader. Accordingly,
a wide range of automatic prompt optimization procedures have been developed (for an
overview, see Li et al., 2024), which treat the question of fine-tuning a given prompt as an
unsupervised or supervised learning task.

A particularly useful tool for this purpose is Khattab et al., 2023’s open-source software
package, which enables automatic prompt optimization.

DSPy (Declarative Self-improving Python) is an open-source framework developed by
the Stanford NLP group with the goal of enabling the programming of language models
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(LLMs) in a declarative, modular manner instead of traditional prompting. Instead of using
manually written prompts, DSPy allows users to describe the desired behavior as Python
code, which the system automatically optimizes based on specified metrics. This approach
is particularly useful for complex tasks such as chain-of-thought reasoning (see Wei et al.,
2023), retrieval Augmented Generation (RAG) (see Lewis et al., 2021), or multi-step "agent
systems." DSPy’s modules and optimizers allow for the automatic fine-tuning of prompts
(and even model weights), thereby reducing the need for manual intervention and increasing
the system’s reliability and performance.

In our work, using this package, we formulated a supervised learning task with a train-
ing dataset consisting of 150 non-AI-related and 50 AI-related job advertisements, and a
test dataset of 10 examples, ensuring that misleading advertisements similar to those men-
tioned above and other challenging data points were included in the test. Using the DSPy
framework, we created a classifier with 100% test F1 metric, i.e., one that solved the task
flawlessly on the test data, using the COPRO (Cooperative Prompt Optimization) optimiza-
tion procedure.

To create our solution, we used the COPRO optimization procedure. COPRO (Cooper-
ative Prompt Optimization) is an optimization algorithm available in the DSPy framework
that performs iterative fine-tuning of prompts using cooperative learning strategies. A key
element of the method is that during a joint optimization process, it not only modifies the
prompts but also could adaptively tunes the model, ensuring maximum alignment with the
target task. In our case, no model fine tuning was necessary. COPRO learns from feedback
on performance achieved on the given dataset through multiple rounds of iteration and con-
tinuously refines the optimized prompts. This allows the resulting prompts to make the best
use of the base model’s capabilities and minimize errors such as irrelevant or misleading
classification in the given context.

During the procedure, starting from the original prompt, several (by default 10) alterna-
tive instructions are generated, to which the system automatically attaches a so-called prefix

part corresponding to the last output field. Then, each alternative prompt is evaluated indi-
vidually with the specified metric by rerunning the entire program. Based on the feedback
obtained, the best-performing instructions are selected, and new instruction candidates are
generated from them by providing examples (in a few-shot style). This process is repeated
through multiple (e.g., 3) depth iterations. During selection, not only the absolute best but
also the average results of the latest prompt generation rounds are considered. The code
allows for tracking statistical indicators (minimum, maximum, average, standard deviation)
during the optimization process.

The optimized prompt expression resulting from the procedure can be found in Appendix
Appendix G.

Subsequently, we used the prompt with the OpenAI GPT-4o-mini model via the OpenAI
Platform API (see OpenAI, 2025), and with approximately 200 hours of runtime (due to Tier
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4 limitations), we ran it for binary semantic classification on the entire 1.3 million dataset.
In our subsequent analyses, we will refer to the keyword-based solution as RegEx and

the above LLM-based solution as DSPy.

5.3 Analysis

5.3.1 Exploratory Data Analysis

As the first step in data analysis, we conducted exploratory data analysis to examine the
spatial and temporal distribution of job advertisements.

The database contained a total of 1382827 job advertisements, distributed by publication
date as follows (Figure 5.1):

Figure 5.1: Temporal distribution of job advertisement publications.

As can be seen, the number of data points in 2019 and 2020 is not entirely balanced
compared to other years (which may cause problems in trend forecasting), but it is still a
large number, and from 2021 onwards, it is a particularly robust dataset.

The spatial distribution of the data shows significant imbalance with the absolute domi-
nance of Budapest. (For graphical representation, Budapest’s data had to be scaled down to
1/3.) (see Figure 5.2)
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Figure 5.2: Spatial distribution of job advertisements. (Budapest scaled down by 1/3)

Image Source: Author’s illustration

This clearly shows the limitation of the data in that it is only from online sources, with
foreign-owned online job portals dominating. On one hand, it is important to highlight that
even large Hungarian portals like Profession.hu are missing, and on the other hand, this
orientation may shift the data towards more internationally oriented jobs. Fortunately, upon
closer examination, there were plenty of jobs requiring lower qualifications as well as those
outside Budapest (see Figure 5.3).
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Figure 5.3: Distribution of job advertisement sources.

Image Source: Author’s illustration

The analysis of the 15 most common cities clearly shows Budapest’s dominance, but it
also shows generally good coverage of the entire country. (see Figure 5.4)

Figure 5.4: Top 15 settlements by frequency of job advertisements.

Image Source: Author’s illustration
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5.3.2 General Trends

The main focus of our analysis is the sectoral distribution of AI-related job advertisements
and the analysis of their general and specific temporal movements. However, to form a
meaningful picture of these, it is first worth comparing the results of the two developed
methods, i.e., the RegEx and DSPy-based classifications, and their differences, which may
shed light on the unique advantages of the methods.

5.3.2.1 Differences Between RegEx and DSPy Methods

As mentioned earlier, the DSPy-based classifier performed very well on the selected test
data, and it also performed well in random checks after applying it to the entire dataset, so -
unsurprisingly - we will rely more heavily on it in our investigations.

The "confusion" (or rather "disagreement") matrix between the RegEx and DSPy-based
solutions is as follows (see Figure 5.5):

Figure 5.5: Confusion matrix of agreement/disagreement between RegEx and DSPy solu-
tions

Image Source: Author’s illustration

As can be seen, there are over 3,000 entries that the RegEx solution simply did not
identify, for example, because they are related to AI based on the meaning of the text, not
keyword matching, or because they gave a positive signal due to superficial (sometimes
purely random) word matching. As such, we might feel that the results of the RegEx solution
are not worth using, but as discussed later, they may highlight a special case where companies
deliberately use AI-related terms in their advertisements even if the advertised position is not
related to the topic.
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Overall, in the dataset (based on DSPy), there are 18,496 AI-related advertisements,
which represent a negligible 1.34% of the total advertisement inventory. From this,
it can be concluded that direct work with AI technologies is present in a very small
percentage of Hungarian job advertisements.

5.3.2.2 General and Temporal Distribution

First, considering the spatial distribution of AI-related job advertisements, it is clear that
Budapest’s general dominance is even stronger. This is greatly influenced by the fact that the
base data itself is strongly Budapest-focused, although the conclusion that companies in the
capital are ahead in AI usage does not seem unfounded, especially since, compared to the
general frequency of advertisements, AI-related ones are disproportionately concentrated in
Budapest (see Figure 5.6).

Figure 5.6: Spatial distribution of AI-related (classified based on DSPy) job advertisements
- top 10 cities

Image Source: Author’s illustration

Examining the temporal distribution of all AI-related job advertisements based on DSPy
(see Figure 5.7) highlights important results: Considering only the number, two significant
"waves" can be observed in the time series: in 2020 and 2023. While the first wave is likely
related to "classic," non-"foundational model" (or more commonly known as "generative
AI") solutions and can be explained by the boom in the automotive sector, the 2023 wave
is likely influenced by the announcement of OpenAI’s ChatGPT model in November 2022
and the subsequent "interest tsunami" phenomenon that permeated public discourse. A good
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illustration of this is the frequency of Google search terms both overseas (see Figure 5.8) and
in Hungarian searches (see Figure 5.9) (Source: Google, 2025)

Figure 5.7: Frequency of AI-related job advertisements (classified based on DSPy)

Image Source: Author’s illustration

However, it should be noted that there is an important difference that we also considered
when choosing the specific search term: Searching for the AI topic in general, the overseas
interest is huge, but the rise related to ChatGPT coincides with the very active use of "AI
jobs" terms. In the case of the chart for Hungary, we see searches for the "artificial intel-
ligence" topic in general, because search terms like "artificial intelligence job" and similar
result in negligible, uninterpretably small data.

Figure 5.8: Google Trends data for "AI jobs" search term from searches initiated in the
United States, measured in Google’s own relative metric

Image Source: Author’s illustration
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Figure 5.9: Google Trends data for "artificial intelligence" search term from searches initi-
ated in Hungary, measured in Google’s own relative metric

Image Source: Author’s illustration

This phenomenon may suggest that while overseas, the arrival of the ChatGPT model
(and with it the entire "generative AI" trend) was considered by the public as directly related
to the world of work, focusing on its "practical application," in Hungary, the public discourse
viewed these models more as a "curiosity" distant from work, and in the Hungarian world of
work, the "classic," task-specific AI concept still dominates. This effect can also be observed
if we examine Hungarian AI job advertisements not in their absolute numbers but relatively,
as a percentage of all advertisements (see Figure 5.10). In this view, the 2023 wave, while
noticeable, is significantly smaller in magnitude.

Figure 5.10: Percentage of AI-related job advertisements (classified based on DSPy) - Total
population: 1382827

Image Source: Author’s illustration

This phenomenon may explain the somewhat contradictory result that, when analyzing
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the frequency and percentage time series with the ARIMA (see Box and Jenkins, 1970),
specifically AutoARIMA (see Hyndman and Khandakar, 2008) method and applying a one-
year further prediction horizon, the total frequency forecast (see Figure 5.11) shows an up-
ward trend, while the percentage data forecast (see Figure 5.12) shows a downward trend.
This may indicate that, as discussed above (at least at the moment limited by our analysis
dataset), the "generative AI" wave has not yet "arrived" in Hungary in 2024.

Figure 5.11: Forecast for AI-related job advertisements based on DSPy – Model ARIMA
0,1,1 with seasonal order 0,0,12

Image Source: Author’s illustration

Figure 5.12: Forecast for the percentage of job advertisements mentioning AI-related terms
based on DSPy - Model ARIMA 0,0,4 with seasonal order 0,1,12

Image Source: Author’s illustration
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5.3.3 Where Are the Latest Technologies?

The question arises as to what extent the latest incarnations of AI technologies, commonly
referred to by the public and media as "Generative AI" solutions (where it would be more ac-
curate to generally speak of "foundational models" in the sense of Bommasani et al., 2022a,
or specifically most often "large language models"), appear in advertisements. After a thor-
ough search, it can be determined that "ChatGPT" as a specific solution and LLM technolo-
gies in general are meaningfully mentioned in 128 advertisements, and "Generative AI" in
106 advertisements in total, indicating that the labor market penetration of this technology is
still very weak.

It should be noted here that if these are considered general-purpose technologies, it is pos-
sible that many advertisers may think that mentioning ChatGPT or other LLM technologies
is "not even worth mentioning" in terms of the job. We cannot rule out this possibility, but it
is worth mentioning that the number of advertisements containing the term Excel (based on
RegEx, only as a standalone, capitalized word) is 168,348, which is still 12.17% of all adver-
tisements, despite the fact that we often feel this technology is almost part of the "mandatory
office minimum."

From this perspective, it will be worth conducting further research on the integration
of the latest AI technologies, and we can conclude that the above-mentioned 100 mentions
strongly suggest that these technologies have simply not yet reached the everyday operations
of Hungarian companies.

5.3.4 Sectoral Distribution

A particularly interesting aspect of the analysis is the sectoral distribution of organizations
most frequently advertising AI-related topics. To make this examinable, we manually pro-
cessed the majority of company names in the data (all companies that posted more than 5
AI-related advertisements), merging all known variations of their names, ensuring that in
the case of certain corporate groups, their subsidiaries were also grouped under one name.
Subsequently, we looked up the TEÁOR’25 classification of the top 100 companies most
frequently posting AI-related advertisements (based on both DSPy and RegEx), and using
the first two digits of their main activity, we conducted a sectoral analysis. (see Figure 5.13)



CHAPTER 5. LARGE SCALE ANALYSIS OF ONLINE JOB MARKET DATA 70

Figure 5.13: Sectoral distribution - based on TEÁOR main activity - of the top 100 compa-
nies posting AI advertisements (based on DSPy)

Image Source: Author’s illustration

The sectoral distribution reveals interesting insights, although it also contains distortions:
First, it is quite striking, though not surprising, that the IT sector dominates, with a 24% share
in the top 100, far exceeding the number of AI-related advertisements from the information
technology sector. This can be considered an expected result, as this sector partly facilitates
AI usage in other sectors - for example, as a supplier - and is naturally "closer to the topic,"
but it can also be considered an "early adopter" (see Rogers, 2003). This implies that in
future focus analyses, it is worth concentrating on this sector in terms of AI adoption.

The second-place "labor market services" sector is quite misleading: our analysis sug-
gests that it reached such a prominent position because all advertisements posted by recruit-
ment agencies or "headhunters" that do not wish to publicly disclose their client’s name had
to be attributed to the recruitment agency itself in the database. Thus, the 14% represented
by this sector should actually represent a kind of "unknown" category.

In third place is clearly the consulting sector, not only because it can be considered a
progressive, "technology-close" sector, but again because consulting firms are likely building
AI capacity to develop solutions for their clients as part of their services. In our opinion, this
sector, along with IT, strongly represents the AI supplier layer.

Other noteworthy areas include the banking, wholesale (mainly energy trading), and re-
search (mainly pharmaceutical research) sectors, partly because their financial strength al-
lows them to invest in forward-looking technologies, thus, in addition to "ordering" AI solu-
tions, they have the opportunity and need to build their own specialist capacity.

5.3.5 Company-Level Analysis

Examining in more detail - and considering the limits of visualization - the companies most
frequently associated with AI-related job advertisements (see Figure 5.14), we can draw
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interesting conclusions: Among the most dominant companies, two, Bosch and Continental,
are associated with the automotive sector, and in both cases, the Hungarian development
centers focused on self-driving cars may contribute to their strong position. This theme is
reinforced by the presence of AIMotive (formerly known as ADAS-Works), an innovative
Hungarian company exclusively focused on self-driving. We can conclude that the field
of self-driving is one of the most significant sectors employing AI specialists in Hungary,
collectively accounting for nearly 20% of all AI advertisements. This area can be considered
a key sector for Hungarian AI development.

Figure 5.14: Sectoral distribution of the top 50 companies posting AI advertisements (based
on DSPy)

Image Source: Author’s illustration

While Randstad’s presence is still explained by the "headhunting" phenomenon, IBM
and Deutsche Telekom (mainly through its former "IT Services" division) primarily belong
to the field of AI development services provided to corporate clients, reinforcing our previous
assumption that most companies rely on large software suppliers or consulting firms to meet
their AI-related needs instead of developing individual AI specialist capacity.
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5.3.5.1 Unique Analyses, Temporal Dynamics

"One Wave" Strategy Our hypothesis about the decisive role of the automotive industry
is further strengthened when we closely examine the temporal distribution of Bosch Group’s
AI advertisements, both in absolute terms and as a percentage (see Figures 5.15 and 5.16):
while in absolute terms, 2021 can be considered outstanding, it is also striking that during a
period in 2020, nearly 20% of all Bosch Group advertisements were AI-relevant, coinciding
with the scaling up of the group’s efforts in self-driving, and well before the November 2022
breakthrough of ChatGPT. Although the topic of self-driving played a prominent role in
Bosch’s Hungarian activities earlier, making exact timing not easily justifiable, the strength
of the topic is well illustrated by, for example the press release from early 2021 by Robert
Bosch Kft., 2021.

Figure 5.15: Number of AI-related advertisements by Bosch Group

Image Source: Author’s illustration
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Figure 5.16: Percentage of AI-related advertisements by Bosch Group

Image Source: Author’s illustration

This "wave-like" demand for AI, which saturates within a short period, suggests a kind
of fixed-frame competency building.

"Transition" Strategy However, it is worth comparing this with, for example, IBM’s
strategy, which is particularly striking from the percentage-normalized time series data (see
Figure 5.17).

Figure 5.17: Percentage of AI-related advertisements by IBM Group

Image Source: Author’s illustration

IBM’s strategy seems to be maintaining a consistently high percentage of AI-capable
workforce after an initially lower starting level, i.e., a kind of continuous hiring (or at least
continuous talent search), which may indicate that the company perceives sufficient market
demand from mid-2021 onwards to strategically build and currently expand/refresh its AI-



CHAPTER 5. LARGE SCALE ANALYSIS OF ONLINE JOB MARKET DATA 74

capable workforce capacity. In essence, we could say that after a turning point, the company
"transitioned" to a certain more or less constant level of hiring (or searching) in the topic.

"Company Branding" Strategy However, if we expand the scope of the investigation
beyond the strictly (DSPy-based) top companies, we can notice an interesting case: Although
IQVIA is not among the most frequent seekers based on DSPy (though it represents a "middle
ground"), it is very interesting to observe that based on RegEx, i.e., in terms of keyword
appearance, it is the most dominant company (top 1). Its RegEx-based temporal, percentage
data (see Figure 5.18) shows a short run-up followed by maximum, 100% saturation.

Figure 5.18: Percentage of advertisements mentioning AI based on RegEx by IQVIA Group

Image Source: Author’s illustration

Interpreting the observations: Although in terms of content, it is far from the case that
IQVIA is only looking for AI specialists in the labor market (it is not among the most fre-
quent based on DSPy), the company consistently mentions the AI topic in all its advertise-
ments as part of corporate branding, i.e., it feels that this is a positive, attractive message to
potential employees and an integral part of the corporate image.

The above individual examples illustrate well that there are various different strategies
available for companies to incorporate AI capabilities into their workforce.

5.3.6 Attempts at Group Formation

As a complement to the above manual "strategy search," we also conducted a thorough
quantitative-based search to see if any further informative and interpretable grouping could
be identified in the company-specific percentage-normalized time series data of AI adver-
tisements determined based on DSPy. To do this, we first performed clustering with the
DBSCAN algorithm (see Ester et al., 1996) on the "raw" monthly percentage time series,
where the determination of the optimal ϵ hyperparameter was entrusted to the "Kneedle"
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algorithm (see Satopää et al., 2011), and then repeated this analysis on the "Dynamic Time
Warping" (see Sakoe and Chiba, 1978) pre-processed pairwise similarity matrix, followed
by the "Matrix Profile" (see Yeh et al., 2016) pre-processed data, as well as its quarterly
smoothed version. However, we were unable to identify any significant new strategies be-
yond the above findings.

5.3.7 Job Role Analysis

To further explore the specific roles behind the advertisements, we analyzed the distribution
of specific roles mentioned or inferred from the texts. For this, we again used the set of AI-
related advertisements identified by the DSPy method (a total of 18,496 advertisements) and
performed a two-step LLM-based processing to extract 4,574 unique job titles from the texts
by instructing the LLM to extract the specific position if it appears in the text, or to provide
the most likely job title based on the text if it does not. This set was then transformed into
a frequency list of 983 unique "aggregated" or "abstracted" elements through another LLM
processing step, where, for example, ML Ops Software Engineer is replaced with Machine

Learning Engineer, EMEA Payroll Accountant is simply replaced with Accountant, Project

Manager - Deep Learning is replaced with Project Manager, etc. Finally, each advertisement
was assigned to one of these elements. The top 50 elements of the resulting frequency
statistics are shown in Figure 5.19.

Figure 5.19: Top 50 job titles by frequency

Image Source: Author’s illustration

Based on a closer examination of the figure, it can be observed that a significant portion
of AI-related positions are software development-focused, as evidenced by the mention of
software engineer alongside all AI and data-oriented software specialist mentions. This
suggests that the majority of job advertisements focus not only on the application of AI
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but also on its development and integration. The most common positions are as follows:

• software developers: key players in AI development and implementation processes,
operating in various corporate environments

• specialists: a significant number of data scientist and machine learning developer
positions appear, focusing on the development and fine-tuning of AI models

• development support roles: positions such as architect and project manager clearly
indicate the complexity of AI projects and the structural support needed for their suc-
cessful implementation

• managerial roles: the presence of product manager positions suggests a trend where
more companies are investing in the development and market introduction of AI-driven
products or internal product development

It is also interesting to note that artificial intelligence does not only appear in IT-centric
areas. Traditionally non-IT-focused positions such as consultant or even accountant also
appear. This may suggest that the integration of artificial intelligence into broader work
processes - albeit slowly - may have begun.

Finally, the presence of internship levels observed in job advertisements indicates that
companies are actively seeking to nurture AI-related talent and ensure succession. This can
contribute to the continuous development of the AI ecosystem and the maintenance of the
industry’s innovation potential in the long term.

The systematic establishment of the hierarchy of positions and potential in-depth analysis
could be the subject of further research.

5.4 Conclusions

Summarizing our findings, we can state: In this research, we examined the labor market pen-
etration of artificial intelligence (AI) in Hungary through text analysis of publicly available
online job advertisements. Based on the results obtained, the following key conclusions can
be drawn:

• The proportion of AI-related job postings is low: In the full database, the share of
advertisements related to AI was only 1.34%, indicating that AI-related jobs currently
represent a small proportion of the Hungarian labor market.

• Geographic concentration: AI-related job advertisements show a strong concentra-
tion in the capital. While Budapest already has a dominant position in the full dataset,
this dominance is even more pronounced in the case of AI-related postings.



CHAPTER 5. LARGE SCALE ANALYSIS OF ONLINE JOB MARKET DATA 77

• Temporal trends: We identified two main waves in the temporal distribution of AI-
related job advertisements:

– a peak in 2020–2021, likely linked to developments in the automotive industry

– a smaller increase in 2023, probably reflecting the impact of OpenAI’s ChatGPT
launch, but without showing as sharp a rise as seen in international trends

• Sectoral distribution: AI-related postings are mainly concentrated in the IT sector
(24%), consulting (11%), as well as the banking and wholesale sectors.

• Dominant companies: Among the companies most actively posting AI-related jobs,
Bosch, Continental, and AIMotive play a leading role, reinforcing the dominance of
the automotive industry in this domain.

• Distinct strategies: Companies follow different strategies regarding AI adoption:

– Some companies follow a “wave-like” AI recruitment strategy.

– Others show a more “gradual transition,” where the proportion of AI-related post-
ings remains consistently high after an initial increase.

– Finally, there are cases supporting a “company branding” strategy, where AI is
mentioned in every job advertisement regardless of whether the role is directly
related to AI.

• Embeddedness of generative AI: The presence of the latest AI technologies (such
as ChatGPT) in job postings is minimal (only 128 explicit mentions), suggesting that
these solutions have not yet been integrated into Hungarian labor market practices.

• Methodological validation: The LLM (DSPy)-based semantic classification proved
more accurate than the simple keyword-based RegEx solution. While the RegEx
method can highlight the brand-building use of AI references, it also generates many
false positives.

The results show that AI’s presence in the Hungarian labor market is sectorally concen-
trated, geographically centered around Budapest, and that the adoption strategy varies from
company to company. Although AI technologies are gaining popularity, their widespread
application has not yet reached the level of mass adoption—particularly regarding newer
generative AI solutions.
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5.5 Limitations

Our research has several significant limitations, which we detail below.
One of the most important constraints is the increasingly general nature of AI solutions.

Previously, AI solutions were task-oriented, while in recent years, large language models
(LLMs) have emerged, functioning as universal assistants and problem solvers. This change
affects the methods for measuring AI exposure as well.

In their works, E. W. Felten et al., 2018, E. W. Felten et al., 2019a, E. Felten et al., 2021a,
as well as subsequent updated and expanded works such as E. W. Felten et al., 2023, examine
the relationship between AI and occupations using an approach based on the O*NET taxon-
omy. They use EFF AI progress measurements and data collection processes conducted on
Amazon Mechanical Turk, resulting in an "AI occupational exposure" (AIOE) score. (Simi-
lar research programs are also followed by Pizzinelli et al., 2023 and Gmyrek et al., 2023.)

Our current research examined job advertisements not assuming universal LLM "assis-
tants," but specifically in a way that AI is explicitly mentioned in the advertisement text
(RegEx), or the use of AI targeted systems is implicitly (semantically) assumed (DSPy). As
AI technologies evolve, they become more general, and at some point, they may become as
naturally integrated into our daily workflows as "Office" or other "office software packages"
are today: widely used but rarely mentioned tools, which are simply not mentioned in a
job advertisement unless it is for a very low-skilled or junior-level position (not mentioned
literally even then). This means that in the future, analyzing AI exposure based on explicit
mentions may become meaningless, and we will have to somehow revert to indirect analysis
of job descriptions, making assumptions about what current technology usage they imply.

To this end, scaling up Felten’s group’s aforementioned research method with LLM-
based processing (even using DSPy) can be applied to the analysis of the advertisement
corpus. This represents a strong future research direction, following a method very similar
to Eloundou et al., 2023, but it carries the risk that we subjectively determine the capabilities
of the technology and their mapping, thus "embedding" our biases into the LLM instructions.
Despite all reservations, due to the significant reduction in resource requirements for LLM-
based processing, this remains a promising research direction.

Another development opportunity to deepen our results could be the potential noise-
filtered processing of the mainly automatically generated columns contained in the original
dataset, which could make the seniority of job roles and the possible level of compensation
associated with them analyzable.

A further fruitful research direction could be the expression-level semantic analysis of
texts to uncover which concepts or business areas are most closely related to the AI topic in
the advertisement texts, potentially shedding light on the most affected business areas/processes.
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5.6 Policy Recommendations

Based on the analysis results, it can be supported that the adoption of artificial intelligence
(AI) in the Hungarian labor market is low and mainly linked to the IT sector. Several in-
dications suggest that businesses do not consider AI, especially generative AI solutions, as
general-purpose technology, and their application in everyday business processes is not yet
widespread. In light of all this, several well-defined policy measures can be proposed to
promote stronger AI adoption in the Hungarian labor market:

• Information and training programs: Launching widespread information campaigns
to showcase AI business and industrial applications. Workshops, educational materi-
als, and seminars organized through chambers of commerce could help business lead-
ers and employees understand how to effectively use AI technologies.

• “Generative AI User License”: Introducing a national-level “generative AI user li-
cense” modeled after the ECDL (European Computer Driving License), certifying the
effective application of AI-based tools and platforms in various business and industrial
environments.

• AI adoption-promoting vocational training programs: Supporting training for non-
programming-level but professional qualification roles related to AI introduction (e.g.,
AI integration consultants, AI coordinators), launching professional courses and adult
education programs.

• Monitoring AI adoption: Continuously monitoring the spread of AI, especially gen-
erative AI, including tracking job advertisements, to achieve penetration similar to
Excel in everyday workflows in the long term.

• Funding sources supporting AI application: Introducing targeted financial incen-
tives to facilitate the corporate introduction of AI technologies. Providing grant fund-
ing for SMEs to integrate AI solutions into their processes through pilot projects.

• Making state IT resources available: Making IT infrastructure provided by the pub-
lic sector (e.g., computing capacities, databases) accessible to companies and research
institutions to promote AI research and development.

• Targeted support for automotive AI developments: The automotive industry is one
of the leading application areas for AI in Hungary. Introducing targeted industrial pol-
icy programs and support to encourage the development of self-driving technologies
and AI-based mobility solutions.

These measures can facilitate the broader application of AI in the Hungarian labor mar-
ket, increase the level of AI technology adaptation, and ensure that generative AI solutions
are integrated into the everyday operations of companies.



Chapter 6

"TRUST MY AI" - SURVEY ON THE
HURDLES OF AI ADOPTION IN

BUSINESS CONTEXTS

6.1 Topic and motivation

In this chapter I present the results of the "Trust My AI" survey, an international question-
naire measuring the relationship and factors influencing the perception and adoption of AI
technologies by business in the Central-European area. (This chapter is submitted for publi-
cation as a separate article, and is currently in peer review).

6.2 Introduction and context

6.2.1 Emerging trust problems with AI systems

Parallel with the drastic increase in capabilities of foundational models in general and LLMs
in particular some problems seemed to rise quite naturally from the fact that these models are
in a sense "too good" at playing their roles, so even in their early work Radford et al., 2019
mentioned the capability of models to produce convincing but factually incorrect answers
(later on popularly called "hallucinations"), that undermine the trust of their users in their
abilities, and especially their usefulness in business relevant applications.

Current broad consensus from the technical community seems to have settled (for now)
on the solution framework proposed by Lewis et al., 2020, namely "Retrieval Augmented
Generation" (or RAG for short), that is basically constituting a hybrid solution, where the
LLM is paired with a knowledge retrieval / search capability that provides relevant (often
company specific or even internal) sources to "ground" the behaviour of LLM models, thus
enabling them to substantially mitigate the problems caused by hallucination.

Thus said, even with these efforts in place, pretty impactful - and reputationally as well as
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monetarily damaging - cases appeared in the news that report failure cases of LLM based so-
lutions in business applications, like the case Ea, 2024 when Air Canada was ordered by the
British Columbia Civil Resolution Tribunal to honor a policy created by its chatbot, which
incorrectly promised a bereavement fare refund, after the airline argued the chatbot was a
separate legal entity, or the case when a ChatGPT-powered AI chatbot at a Chevrolet dealer-
ship was tricked into agreeing to sell a 2024 Chevy Tahoe for $1 after a buyer manipulated
it into accepting any customer request as a legally binding offer (see AIAAIC, 2024).

These - and multiple similar - events were quickly disseminated by the media, and con-
tributed to a substantial degree of (quite justified, one might argue) mistrust towards the
application of AI in the business community. With our survey we specifically set out to
investigate this rust relationship, and the possible venues for mitigation of distrust.

6.3 Research question

With the previous context in mind, we set out to investigate the following research questions:

• What is the current state of adoption of AI systems in the Central European region?

• What is the perceived level of trust in AI systems?

• How does this influence the decisions to apply AI in business contexts?

• What can be done methodically to increase trust in AI systems?

6.4 Methodology

This study employs a quantitative approach to assess perceptions of trust in AI systems and
their influence on business adoption. The methodology primarily revolves around a struc-
tured survey distributed to professionals across various industries and organization sizes.

6.4.1 Survey Design and Distribution

The survey was designed to capture respondents’ attitudes toward AI adoption, trust levels,
and factors influencing AI integration. Key components of the questionnaire included:

• demographic information (region, industry, organizational role, organization size)

• AI usage within the organization (frequency, scope, and strategic importance)

• trust in AI systems (perceived risks, confidence in AI safety measures)

• evaluation of AI trust-establishing tools
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The survey was distributed using a snowball sampling technique, leveraging social me-
dia platforms (e.g., LinkedIn, industry forums) and business networks. This approach en-
sured the recruitment of professionals actively engaged in AI-related discussions.

6.4.2 Sample Characteristics

• The survey received responses from 150 participants.

• The regional distribution was predominantly from Hungary (58%) and Germany (30%),
ensuring a strong representation from Central Europe.

• Respondents represented various industries, with a strong presence from the technol-
ogy (50%) and financial sectors (12.7%).

• Participants came from organizations of various sizes, ensuring a balanced view of AI
adoption across different business scales.

• Respondents held diverse organizational roles, including IT, executive management,
and research and development.

6.4.3 Data Collection Period

The survey was conducted over a defined period, concluding on August 25, 2024. Responses
were collected, anonymized, and analysed to ensure data integrity and respondent privacy.

6.4.4 Limitations

While the survey methodology provides valuable insights, several limitations must be ac-
knowledged:

• Self-selection bias: Participants who are already engaged with AI topics may be over-
represented.

• Geographic limitation: The majority of respondents are from Hungary and Germany,
which may limit global generalizability.

• Industry concentration: The predominance of technology sector respondents could
skew results toward AI-intensive industries.

Despite these limitations, the methodology provides a robust foundation for understand-
ing AI trust dynamics within business contexts.
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6.4.5 General description of survey participants

Figure 6.1: Country distribution of respondents

Image Source: Author’s illustration

The survey collected responses from a total of 150 participants. The geographical distri-
bution of respondents can be studied on Figure 6.1 which illustrates the country-wise repre-
sentation, with the majority of respondents originating from Hungary (58%). This indicates
that our insights will be heavily weighted toward Hungarian perspectives on AI adoption and
related issues.

Germany accounts for the second-largest share of respondents (30%), followed by Aus-
tria (3.33%), North America (6%), and the Netherlands (2.67%). The strong representation
from Hungary and Germany ensures that the findings are most reflective of AI adoption
trends in Central Europe. The inclusion of Austria adds further context within the DACH
region, though Switzerland is not represented.

The smaller number of responses from North America and the Netherlands suggests that
the survey results may not fully capture perspectives from Western Europe or the broader
international AI landscape. As a result, while the findings are relevant for understanding AI
deployment in Hungary and Germany, they may not be as generalizable to other regions with
different economic, regulatory and technological environments.
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Figure 6.2: Industry of respondents

Image Source: Author’s illustration

Figure 6.2 provides an overview of the industry distribution of respondents. The majority
of participants (50%) are from the technology sector, reflecting the strong interest of profes-
sionals in AI-related developments. The financial sector represents the second-largest group
(12.7%), followed by manufacturing (8%), education (6.7%), and retail (5.3%). Other indus-
tries, such as consultancy (2.7%), government (2.0%), research (1.3%), healthcare (1.3%),
and public agencies (1.3%), are represented to a lesser extent. The remaining respondents are
distributed across a variety of sectors, including logistics, transportation, construction, and
legal research, each contributing a marginal share. This industry distribution suggests that
the survey findings primarily reflect the perspectives of professionals working in AI-intensive
sectors, particularly technology and finance, while industries with lower AI penetration, such
as healthcare and public administration, are less represented.
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Figure 6.3: Organizational Sizes of Respondents

Image Source: Author’s illustration

Figure 6.3 presents the distribution of organizational sizes among respondents. The
largest share of participants (36%) work in large organizations with more than 251 em-
ployees, while medium-sized organizations (51-250 employees) and micro-enterprises (1-10
employees) each account for 26% of respondents. Small organizations (11-50 employees)
make up 12% of the sample. The dataset primarily represents companies with a sufficient
scale to consider AI adoption as a strategic initiative, avoiding a strong bias toward very
small businesses that may lack the resources or incentive to engage in AI-driven transforma-
tion. The relatively even distribution of organizations across different size categories ensures
that the survey captures insights from both well-established enterprises and smaller, more
agile businesses, offering a balanced perspective on AI adoption across various operational
scales.

Figure 6.4: Organizational role of respondents

Image Source: Author’s illustration
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Figure 6.4 presents the detailed breakdown of organizational roles among survey respon-
dents. The data highlights a diverse representation across multiple functions, with the largest
proportion belonging to IT (26.7%), followed by Research and Development (24.0%) and
Executive Management (14.7%). Other roles such as Finance, Marketing, Sales, Procure-
ment, and Operations are represented to a lesser extent, each accounting for a few percentage
points of the total. The long-tail of roles, including Data Science, Organizational Develop-
ment, and Management Consultancy, suggests that AI adoption is relevant across a wide
spectrum of business functions, albeit with varying degrees of involvement.

Figure 6.5: Organizational roles of respondents - Merged

Image Source: Author’s illustration

To facilitate the analysis of AI usage an views across broad functional categories, the
roles were semantically grouped into key domains, as depicted in Figure 6.5. The classifica-
tion consolidates various functions into four primary categories: IT (26.67%), Research and
Development (27.33%), Executive Management (14.67%), and Other roles (31.33%). This
grouping helps to better understand how different functional areas engage with AI adoption
and trust-building efforts. The high representation of IT and Research and Development
indicates a strong involvement of technical and innovation-driven teams in AI deployment,
while the presence of executive management underscores the strategic importance of AI ini-
tiatives. The “Other roles” category captures the diversity of respondents whose roles may
not fit neatly into the primary groupings but still contribute to AI-related decision-making
and implementation.
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6.5 Survey results

6.5.1 AI usage in the organizations

Figure 6.6: How frequently do you or your organization use AI technologies in your profes-
sional activities?

Image Source: Author’s illustration

Our survey results (Figure 6.6) indicate a high level of AI adoption among respondents:

• Frequently: 35.3% of respondents use AI technologies regularly in their professional
activities.

• Occasionally: 38.0% use AI from time to time.

• Rarely: 22.7% report minimal AI usage.

• Never: Only 4.0% of respondents state that they do not use AI at all.

These figures suggest that AI is widely integrated into the professional activities of our
survey participants, with more than 73% using AI at least occasionally.

6.5.1.1 Comparison with Eurostat AI Adoption Data

To put these results into perspective, we compare them with the latest AI adoption statis-
tics from Eurostat, 2024, which reports the percentage of enterprises using at least one AI
technology:
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• Germany: 19.75% of enterprises used AI in 2024, up from 11.55% in 2023.

• Hungary: 7.41% of enterprises used AI in 2024, up from 3.68% in 2023.

• EU Average: 13.48% of enterprises used AI in 2024, up from 8.03% in 2023.

Compared to these figures, our survey shows a much higher rate of AI adoption among
respondents. The gap between our results and the Eurostat data suggests that our sample
is not representative of the general enterprise landscape in Germany, Hungary, or the
EU. Instead, our dataset is likely biased toward professionals who are already engaged in AI
discussions and implementation.

6.5.1.2 Interpretation of the Results

This response bias is expected and does not diminish the relevance of our findings. Since
our research focuses on AI trust and adoption concerns, we are primarily interested in the
perspectives of those who use AI, rather than those who do not. The high level of AI adoption
in our dataset ensures that our analysis captures the opinions of those actively working with
AI technologies, making our insights more relevant to understanding the challenges, risks,
and trust factors associated with AI adoption in business contexts.

6.5.2 AI’s Importance and Impact on the Organization

Figure 6.7: Strategic Importance of AI by Organization Size - Percentage

Image Source: Author’s illustration

Figure 6.7 aims to examine how organizational size correlates with the strategic importance
attributed to AI by our respondents. A general observation is that across all organization
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sizes, a considerable proportion of respondents regard AI as either important or critical, in-
dicating its growing relevance in business strategy. Large enterprises tend to recognize AI as
highly significant, with 25.9% of respondents considering it critical and an additional 29.6%
rating it as important. This trend is expected, as larger organizations typically have more
resources, structured innovation strategies, and established AI-driven initiatives, making AI
integration a key component of their operations.

An intriguing aspect of the data is that micro-enterprises report the highest percentage
of respondents perceiving AI as critical, at 43.6%. This finding is somewhat unexpected, as
smaller organizations often lack the same level of financial and technological resources as
larger enterprises. However, it is likely influenced by the composition of survey respondents,
many of whom may come from technology-centric micro enterprises, consulting firms, or
other AI-driven sectors where the adoption and reliance on AI are fundamental to business
operations. This suggests that in certain industries, particularly in technology and profes-
sional services, even very small organizations may consider AI to be a crucial element of
their strategic approach.

In contrast, small and medium-sized enterprises exhibit a more balanced distribution of
responses. For small enterprises, 22.2% of respondents classify AI as critical, while 44.4%
consider it important, indicating that while AI holds value, it is not yet universally seen as an
indispensable strategic asset at this scale. Similarly, medium-sized enterprises have a strong
presence in the important category (48.7%), with a lower percentage (12.8%) identifying
AI as critical. This suggests that while AI is widely recognized as an important tool for
competitiveness and innovation, its absolute necessity may be less pronounced compared to
micro and large enterprises.

Overall, the data highlights that AI is increasingly viewed as a strategic priority across
businesses of all sizes, though the degree to which it is considered critical varies. Large
enterprises predictably show a strong inclination toward integrating AI into their strategic
framework, but the particularly high importance placed on AI by micro-enterprises points
to industry-specific factors at play. This finding underscores the fact that while AI adoption
is often associated with large organizations, smaller firms, especially those in AI-intensive
industries, may be just as, if not more, reliant on it for their survival and growth.
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Figure 6.8: AI’s impact on your industry by Organization Size

Image Source: Author’s illustration

The above mentioned effects are also reinforced by the respondents’ views about the
impact of AI on their general industries, so as Figure 6.8 shows, they feel, that not only for
their specific company setups is the adoption of AI a necessary component, but also estimate
the impacts of it for their whole industries to be considerable. As visible on the chart, the
effect of organizational size is also very similar on the respondent’s views, so large, and
micro organizations (with sectoral caveats) might be more prone to feel the need for AI
adoption.

6.5.2.1 Most frequent use cases of AI

As a deeper layer of analysis for the actual usage of AI (with emphasis on most recent
AI capabilities) we included questions to assess the areas and use cases that respondents
encounter the most frequently in their organizational contexts.
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Figure 6.9: Distribution of Categories per Use Case - Internal Use Cases

Image Source: Author’s illustration

Figure 6.10: Distribution of Categories per Use Case - Customer-Facing Use Cases

Image Source: Author’s illustration

Figures 6.9 and 6.10 illustrate the most frequent AI use cases in organizations, catego-
rized into internal and customer-facing applications. The data highlights that AI adoption is
relatively higher for internal use cases, with an average of 54.5% of respondents indicating
at least minimal usage. In contrast, external AI adoption stands at 43.95%, reflecting both
interest and caution in deploying AI in customer-facing roles.

For internal applications, AI is most frequently used for accessing policies (71.3% indi-
cate it is not used, while 28.7% report some level of adoption), generating text and charts
(54.7% adoption, with 20.0% extensively using it and 2.7% marking it as a core function),
and generating code (54.0% adoption, including 15.3% extensively using it and 6.7% consid-
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ering it a core function). These results suggest that AI plays a significant role in knowledge
retrieval and automation of documentation, as well as in content generation where Large
Language Models (LLMs) are often implemented using Retrieval-Augmented Generation
(RAG) techniques. However, challenges such as hallucinations—incorrect AI-generated out-
puts—remain an issue, which we will explore in further detail later in the article.

Externally, AI is primarily applied in FAQ access and sales chatbots. The survey data
indicates that FAQ access is actively planned by 44% of organizations, while sales chatbots
are even more widely adopted, with 51.3% of respondents planning for at least mini-
mal integration. Notably, sales chatbots have a higher proportion of respondents (9.3%)
identifying them as a core function, indicating that businesses see AI-driven customer in-
teractions as a crucial part of their digital strategy.

A key observation is that external AI use cases carry a higher risk compared to in-
ternal applications. Since customer-facing AI directly interacts with consumers, errors in
chatbot responses, bias in FAQ generation, or misinterpretations could lead to reputational
damage, diminished brand trust, and even financial losses. This is particularly relevant for
organizations where AI-generated interactions influence customer decision-making and sup-
port experiences.

The comparison between internal and external AI adoption suggests a more cautious
approach toward customer-facing AI applications due to their potential risks. However,
the fact that nearly 44% of organizations are already integrating AI externally reflects
the growing confidence in AI’s capabilities and its increasing role in business automation. In
the following sections, we will further analyse how organizations manage AI-related risks
and trust-building mechanisms, especially in high-stakes external use cases.

6.5.3 Trust vs. usage

The core subject of our investigation is the trust (and the associated concerns / possible
solutions) in AI systems applied in the professional business context. To analyse the attitudes
and perceived trust in AI systems we decided to conduct a detailed evaluation of the usage
patterns of said technologies with respect to the given organizational roles of the respondents
(in a "merged" manner, as defined already above).
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Figure 6.11: Percent Distribution of AI Usage by Role

Image Source: Author’s illustration

But before we go deeper into the levels of trust and it’s relationship to organizational
role, as a prerequisite (and in a sense a possible confounder) we have to ponder the general
usage patterns of AI for the given roles.

As Figure 6.11 demonstrates, though in our "tech savy" respondent pool, the utilization
of AI tools is generally high (especially in comparison to the Eurostat, 2024 data quoted
before), so on average over the roles 35.0% report frequent usage, 37.15% report occasional
usage, or in sum a total 72.15% report noteworthy usage, the levels vary considerably with
respect to their individual roles.

Beside the maybe more expected result that IT related roles are reporting the most dom-
inant frequent usage of AI systems, research and development staff seems to rely in total (so
frequent and occasional together) the most (at 80.5%) on AI, significantly higher than the
total of "other roles" standing at 74.5% (which is in itself impressive). Also noteworthy is
the observation, that though the AI usage of executive and management personnel does not
reach the average, but with it’s 63.% total still can be considered highly relevant.
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Figure 6.12: Normalized relationship between role at work and trust in AI systems

Image Source: Author’s illustration

With that in mind, looking at the data with respect to the connection between the roles
at work and the respective trust in AI systems (illustrated by the Figure 6.12) an interesting
picture emerges.

As a starting point, we have to observe, that if we average across roles the fully, strongly
and limitedly trusting individuals, and sum these average proportions, we can state, that
53.4% of respondents place some level of trust in AI systems, which on the one hand can be
considered promising (it is a slim majority after all), but prominently points to the fact, that
establishing and enhancing trust in AI systems is a crucial challenge in their adoption,
and most likely some systematic approaches, on the policy and toolset level have to be
implemented.

But going deeper into the details reveals more interesting insights: generally, IT roles are
the very strongly trusting 62.5% if we sum fully, strongly and limitedly (or with the highest
proportion of fully, 32.5%), which is in a sense as expected. We could theorize, that beyond
the general openness towards technology in these roles the possibly deeper knowledge /
understanding of the way of operation of AI systems can play an important role here.

It is also noteworthy, that management related roles exhibit a remarkably strong trust,
63.7% (summed), so the highest of all groups! This is especially important, since it means
that we do not just see a kind of "grassroots" level of naive trust emerging, but IT (as the
"topic owners") and management (as the ones giving directions to the organization) jointly
exhibit positive attitudes about AI systems, that can foster faster adoption that if only the
"general" employees would turn to AI in their work (as represented by either the 53% average
or the 36.2% of the "other" roles).
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Further unpacking the notion of "more knowledge about AI’s workings leads to higher
trust" - as we theorized in case of IT, we can endeavour to directly quantify this relationship
by examining the connection between usage frequency and trust directly, irrespective of
roles.

Figure 6.13: Relationship between AI usage at work and trust in AI systems

Image Source: Author’s illustration

Figure 6.13 tries to make this connection tangible by visualizing the dependence of the
level of subjective trust and the frequency patterns of usage. Clearly, we can see a consider-
able relationship emerging, or to quantify specifically: a Spearman correlation of 0.371 with
a P-value of <0.00001, that we can definitely consider statistically significant. We can thus
conclude, that one of the essential aspects of trust towards AI systems can be derived from
specific knowledge, since the more people use AI solutions, the more experience they
have with them, hence the more they trust them, which is in a sense extremely encour-
aging with respect to the further perspectives of adoption, but on the other hand points us
towards the questions: what can we do, to enhance this trust even further?

On one hand: early and frequent exposure to AI technologies, so a culture and business
investment that enables employees to gather first hand, real life experience is one of the
most important factors we can think of. On the other hand, we can investigate some policy
actions and practical technological solutions that can potentially boost trust, thus the level of
adoption. In the remaining sections we focus our attention on these topics.

6.5.4 Organizational readiness and fears

If we want to make systematic progress in deploying AI systems in the broadest set of busi-
ness applications possible, we have to also take a sharp look at the flip side of the above
detailed phenomena, namely the topic of fears.
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The first topic that we tried to quantify is what exactly are the areas - phrased in quite
broad strokes so as to allow more respondent opinions to converge - that professionals are
concerned about with respect to the broad scale adoption of AI technologies throughout
business life.

Figure 6.14: Respondent’s agreeing that AI poses risk for a given issue - Yes: Dark Grey,
No: Light Grey

Image Source: Author’s illustration

Figure 6.14 summarizes the fears, and makes it evident, that there is a clear hierarchy in
the perceived level of risk with respect to topics. Most interestingly, the direct labour market
impacts, so the potential of AI for causing job displacement lands squarely at the last place,
so an 58.7% majority of respondents consider it as "non-issue", strongly contradicting the
general economic narratives of the current day (though one could argue, the approx. 40%
agreeing is by no means negligible), followed only closely by the topic of AI’s inherent bias
with 46.7% agreement, which might point to the fact that this topic has been already worked
upon extensively in the last decade of AI progress. (It is well worth mentioning as a contrast,
though, that the Eurostat, 2024 dataset reports for the proportion of "Enterprises which have
measures to check the results generated by AI technologies for possible biases towards indi-
viduals" in the few EU member states which have at al this data sub 1% frequency, so it is
quite questionable, if the problem is solved or simply neglected...)

The question of erosion of human skills is the first issue where the respondents seem
to be ever so slightly (50.7%) more concerned than not, which also points towards the per-
ceived potential of the technology: if the general consensus would point towards AI as being
"incompetent" or "useless", the issue with over-reliance and thus, the diminishing of human
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capabilities would not even emerge in the first place.
The topic of security vulnerabilities and of data privacy issues move hand in hand, a 60%

majority consider them as noteworthy concerns, thus pointing to the fact, that clear policy
guidelines and internal company regulations must be established to mitigate risks, which
might in turn help establish and enhance trust.

Despite the overall trend of increasing trust in AI systems, and our reasoning above, that
there does exist a high level of baseline trust in AI capabilities, concerns about performance
persist, particularly regarding the misinterpretation of user queries. 64.7% of respondents
highlighted this issue, indicating that AI systems, while powerful, still struggle to always ac-
curately understand and respond to complex input. This suggests that improving AI compre-
hension and contextual reasoning remains a key challenge for trust-building in professional
environments.

Legal and compliance concerns are even more pronounced, with 70.0% of respondents
identifying them as significant barriers to AI adoption. Notably, security risks themselves
were not perceived as a primary issue; instead, regulatory compliance — especially with
GDPR — seems to be the dominant concern. Though we do not have direct evidence, we
can hypothesize, that many respondents view data related regulations not necessarily as a
safeguard but as an external burden that complicates AI deployment, suggesting that orga-
nizations may benefit from clearer regulatory guidance and standardized compliance frame-
works to mitigate these concerns.

It is also notable for this point to ponder, that a general trend seems to exist in AI adop-
tion representing the growing concern regarding data protection, privacy, and legal uncer-
tainty, which has acted as a cooling factor on business enthusiasm for AI integration. Recent
Eurostat, 2024 data demonstrates a notable increase in enterprises citing privacy and legal
concerns as barriers to AI adoption. Specifically, the percentage of EU enterprises refraining
from AI use due to data protection and privacy concerns rose from 2.74% in 2023 to 4.89%
in 2024, reflecting a heightened sensitivity to regulatory compliance. This trend is even more
pronounced in Germany, where 7.6% of enterprises in 2024 reported privacy concerns as a
primary deterrent to AI implementation. Similarly, the proportion of enterprises avoiding AI
due to a lack of clarity about legal consequences increased from 2.94% to 5.26% across the
EU, with Germany again exhibiting a significantly higher share at 8.25%. Hungary, while
demonstrating a lower overall prevalence of these concerns, still experienced a measurable
increase, with privacy-related worries growing from 1.54% in 2023 to 2.56% in 2024 and
legal uncertainty concerns rising from 1.84% to 2.92% in the same period. These statis-
tics suggest that businesses are not only struggling with the technical implementation of AI
but are also facing escalating regulatory and compliance-related hesitations. The increased
apprehension surrounding data protection laws, particularly the GDPR, underscores the ne-
cessity for clearer regulatory guidance, standardized compliance frameworks, and organiza-
tional policies that facilitate responsible AI deployment while maintaining legal certainty.
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Without targeted interventions to address these concerns, such as government-backed sup-
port programs, streamlined compliance mechanisms, or industry-wide best practices for AI
governance, regulatory uncertainty may continue to hinder AI adoption at a critical juncture
of technological advancement.

Perhaps the most striking result is the widespread apprehension regarding AI’s role in
spreading misinformation. 70.7% of respondents regarded this as a critical issue, reflect-
ing not only concerns about AI-generated errors but also a broader awareness of the risks
associated with deliberate misuse of AI technologies. This highlights the necessity for strin-
gent verification mechanisms, transparency in AI-driven content generation, and policies to
prevent the amplification of misinformation at both the corporate and societal levels.

Figure 6.15: Respondents perception of safety measures in their organizations

Image Source: Author’s illustration

To round out the picture, we have to mention the question of confidence by the respon-
dents, that the safety measures utilized by their respective organizations are sufficient in
counteracting the possible dangers analysed above. As Figure 6.15, the opinions are quite
split: in total 48% of the respondents is slightly or not at all confident that the policies and
measures are adequate, so we can see a pretty obvious gap and need for serious work on the
internal policy and trust-enabling technology area. These topics should merit considerable
investment!

6.5.5 Tools for Establishing Trust

As discussed above, there are two main avenues for enabling trust in AI systems: organi-
zational policies and technical evaluation tools. Here we focus on the latter – the recent
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tools and methodologies that allow systematic auditing and error correction of AI solutions,
thereby establishing a technical basis for trust. These solutions have advanced rapidly and
now make the abstract concept of “AI trust” measurable and actionable in practice. By de-
ploying the right evaluation frameworks, organizations can obtain objective evidence of their
AI systems’ trustworthiness, which supports informed decisions about AI use and provides
assurance to stakeholders.

6.5.5.1 What kind of tools exist for establishing trust?

Several evaluation frameworks have emerged to quantify the performance and trustworthi-
ness of AI systems. Notably, RAGAS, ARES and TrustMyAI are three recent methodologies
developed for this purpose. All three target retrieval-augmented generation (RAG) scenarios
– for example, Large Language Model (LLM) chatbots that retrieve and cite external docu-
ments – but their principles apply broadly to AI assistants based on large language models.
Each framework shares a common goal: to assess how well an AI model uses retrieved con-
text to produce relevant, accurate, and trustworthy answers. They typically evaluate along
key dimensions such as context relevance (does the model appropriately use the pro-
vided information?), answer faithfulness (is the answer grounded in the source data?),
answer relevance (does it address the user’s query fully and correctly?), and sometimes
transparency (does the system indicate where its information comes from?). These tools
thus move beyond ad-hoc, human gut-checks toward formalized scoring of AI outputs. In
effect, frameworks like RAGAS and ARES (see Chen et al., 2023; Mehrotra et al., 2023) en-
able a quantifiable trust score for AI responses, providing a structured way to judge whether
an AI’s output can be trusted in a business context. This represents a significant recent de-
velopment in AI evaluation: trust, which was once hard to measure, can now be tracked with
metrics.

6.5.5.2 State-of-the-art methods for AI trust

RAGAS RAGAS (Retrieval-Augmented Generation Assessment) is an open-source frame-
work introduced in 2024 to streamline RAG evaluation (see Mehrotra et al., 2023). It pro-
vides a suite of automatic metrics that jointly analyse the retrieval and generation compo-
nents of an AI system. Rather than relying on manual annotation or predefined answers,
RAGAS uses reference-free checks – for instance, scoring how well the retrieved context
matches the query and how closely the AI’s answer stays true to that context. It measures
attributes like relevance and factual consistency using language model scoring and similarity
measures. In practical terms, RAGAS allows developers to quickly identify if a chatbot or
QA system is hallucinating or diverging from its source material. Businesses have found this
useful for rapid iteration: by running RAGAS metrics on test queries, teams can pinpoint
weaknesses (e.g. irrelevant citations or unsupported statements) and improve the system be-
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fore deploying it to real users. This improves the system’s reliability and reduces the chance
that end-users encounter incorrect information, directly boosting trust in the AI.

ARES ARES (Automated RAG Evaluation System) is another state-of-the-art methodol-
ogy, emerging from the latest research to further automate trust evaluations (see Chen et al.,
2023). ARES introduces AI-based judges into the evaluation loop: it generates synthetic
Q&A pairs and fine-tunes lightweight language models to act as specialized reviewers for
each component of a RAG pipeline. These AI “judges” score the context relevance of re-
trieved documents, the faithfulness of the answer to those documents, and the overall answer
quality. By training on synthetic data (with a small set of human-verified examples for cali-
bration), ARES minimizes the labor required for evaluation while still aligning with human
judgment on correctness. The result is a largely automated scoring system that can be run
continuously as an AI application evolves. In a business setting, ARES can serve as an ongo-
ing monitor of an AI assistant’s trustworthiness – flagging when the model’s answers might
be straying from verifiable facts or when retrieval quality drops. This proactive feedback
loop helps organizations ensure their AI systems remain reliable over time, catching issues
early (before users do) and maintaining consistency even as content or user queries change.
Such capabilities are invaluable in high-stakes industries (finance, healthcare, etc.), where
continuous validation of AI outputs is required for compliance and risk management.

TrustMyAI TrustMyAI is Neuron Solutions’ proposed evaluation framework, which builds
on concepts from RAGAS and ARES while tailoring them to practical enterprise needs. Like
the others, TrustMyAI combines rule-based metrics with AI-driven assessment to produce
an overall “trust score” for model outputs. In essence, it uses RAGAS-style scoring rubrics
(checking context usage, factual alignment, relevance) and augments them with an LLM-
based evaluator that judges answer quality in context – similar to ARES’s approach. The
aim is to provide a comprehensive yet easy-to-use toolset for organizations to audit their AI
systems. For example, TrustMyAI can be integrated into a company’s chatbot platform to
automatically rate each answer given to customers, highlighting low-trust responses for hu-
man review or retraining. By doing so, it operationalizes trust metrics: rather than trust being
a vague notion, it becomes a dashboard item that product managers and AI developers can
monitor and improve. The business impact is significant – TrustMyAI offers a repeatable
process to ensure AI deployments meet predetermined trust thresholds. This means com-
panies can set standards (e.g. “the answer must be 90% faithful to provided documents”)
and regularly verify compliance, which is especially important for meeting internal quality
benchmarks or external regulatory requirements.

Overview of RAG evaluation solutions In sum, frameworks like TrustMyAI, RAGAS,
and ARES exemplify the cutting edge of AI evaluation. They turn qualitative concerns (like
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honesty or relevance) into quantitative scores, making it feasible to validate AI systems at
scale and iterate on them much like one would refine any other critical business process. Or-
ganizations adopting these tools gain a measure of control and confidence over AI behavior
that previously was difficult to attain.

6.5.5.3 Platform integration of AI trust solutions

Importantly, the concepts behind these AI trust evaluation tools are being embraced and
built into major AI platforms, reflecting an industry-wide move towards “responsible AI” by
design.

Microsoft Azure For instance, Microsoft Azure now provides an integrated RAG evalua-
tion framework as part of its AI offerings. Azure’s architecture guidelines for LLM appli-
cations recommend measuring metrics such as groundedness, relevancy, and correctness of
responses – essentially similar criteria to the frameworks above – to ensure that generated
answers remain faithful to the retrieved data (see Microsoft, 2024). Microsoft has even in-
troduced GPT-4-based evaluation metrics within Azure Machine Learning Studio, allowing
developers to automatically grade their chatbot responses on these trust dimensions. This
means that for example, if you would build a RAG-based Q&A system on Azure, you can
leverage built-in tools to calculate how well your model is using its knowledge sources and
where it might be making unfounded claims. By embedding such evaluation at the platform
level, Azure simplifies the adoption of trust measures: even non-technical teams can get
feedback on AI output quality in real time, without needing to assemble a custom evaluation
pipeline from scratch. This streamlined evaluation process helps businesses quickly identify
issues (like a wrong citation or an incomplete answer) and improve their models, ultimately
leading to more trustworthy AI services deployed on Azure.

Amazon Web Services Similarly, Amazon Web Services (AWS) has invested in AI trust
and monitoring tools through its SageMaker platform. Amazon SageMaker Clarify, for ex-
ample, is a tool that helps developers detect bias in models and understand the reasoning
behind predictions, providing transparency into how AI decisions are made. (see Amazon
Web Services, 2025a) Clarify produces detailed reports on potential biases in datasets and
model outputs (e.g. checking if a model’s answers favour certain groups), and it offers feature
importance analysis to explain why the model arrived at a given answer. These capabilities
are crucial for building fair and transparent AI systems, which are key pillars of user trust. In
addition, AWS offers SageMaker Model Monitor Amazon Web Services, 2025b, a managed
service that continuously watches deployed models for quality issues. Model Monitor can
automatically detect data drift, concept drift, and performance degradation in real time – for
instance, alerting if users start asking questions outside the AI’s training distribution or if
the accuracy of responses declines over time. By receiving such alerts, businesses can take
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corrective action (retraining models, adjusting data inputs, etc.) before small issues snowball
into major failures.

Other key players in RAG Evaluation Beyond Azure and AWS, other leading platforms
are integrating trust and explainability features into their AI ecosystems. Google’s Vertex AI
platform offers tools for evaluating model fairness and explainability. For instance, Vertex
Explainable AI provides feature-based and example-based explanations to enhance under-
standing of model decision-making processes. (see Google Cloud, 2025)

IBM’s Watsonx platform supports the development of Retrieval-Augmented Generation
(RAG) applications, enabling enterprises to build AI solutions that generate factually ac-
curate outputs grounded in information from knowledge bases. In addition, IBM provides
some of the aforementioned frameworks for evaluating and monitoring RAG pipelines, such
as the Ragas framework, assessing the performance of RAG systems. (see Gutowska and
Lukashov, 2024)

Overview of solutions for AI trust The convergence of these platform-level integrations
from the aforementioned global software companies amplify the impact of frameworks like
RAGAS, ARES, and TrustMyAI. By embedding evaluation and monitoring features directly
into their products, cloud providers operationalize key concepts such as measuring ground-
edness, faithfulness, and bias at scale. This alignment with business demands for trusted
AI facilitates the deployment of reliable and transparent AI solutions across various indus-
tries. For enterprises, this means adopting AI trust tools is becoming easier and more cost-
effective. A team using Microsoft or AWS can leverage built-in evaluators and dashboards
as a starting point, then extend with specialized frameworks for additional rigor if needed.
The result is a robust end-to-end approach to AI trust – from development to deployment –
that aligns with both technical best practices and emerging regulatory standards. In practice,
organizations that embrace these integrated trust solutions are better positioned to deploy AI
innovations with confidence. They can demonstrate to clients and regulators that measurable
safeguards are in place, and they gain a competitive advantage by offering AI products and
services distinguished by their reliability and accountability. In short, the convergence of
new AI trust evaluation frameworks and their adoption by major platforms is making trust-
worthy AI a tangible, achievable goal for businesses today.

6.5.6 Value of trust tools

After his short survey of truest enabling technologies, the question naturally arises, what is
the perceived value of these approaches in the eyes of the practitioners, so the professionals
in the field who responded to our survey?

We directly stated this question, with some short explanation about what we think such
a trust enabling technology would look like, trying to estimate the attitudes of respondents



CHAPTER 6. "TRUST MY AI" - SURVEY ON THE HURDLES OF AI ADOPTION IN
BUSINESS CONTEXTS 103

towards them.

Figure 6.16: Participants perception of the value of an LLM assessment tool

Image Source: Author’s illustration

As Figure 6.16 illustrates, there is broad consensus about the value of trust enabling
tools: in total 72% of respondents agree, that a tool that for example assesses the output
of Large Language Model based solutions is at least moderately, very or extremely
valuable, pointing to the very specific felt need for some more systematic evaluations than
just purely "manual" evaluation by humans. We consider this finding very significant,
and would thus highly encourage business decision makers to adopt such technologies
/ methodologies.

Figure 6.17: Percent Distribution of LLM Assessment Tool Value by Role

Image Source: Author’s illustration

As for a more detailed, role based analysis of this value perception we can see by studying
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Figure 6.17 that generally the more "hands on" roles are laying emphasis on the usage of
LLM evaluation methods, but even in case of management and executive roles, more than
66% of the respondent agree, that such solutions carry at minimum moderately value for the
organizations, making this an unanimously perceived need on the market.

Figure 6.18: Value of an LLM Assessment Tool by Organization Size

Image Source: Author’s illustration

As a further important remark, by studying the organizational size distribution of this
value judgement (illustrated by Figure 6.18) we can see, that especially large organizations
have particularly high perceived need for evaluation methodologies in case of AI solutions.
The relationship between this need and organizational size can be described by a Cramér’s
V: 0.3595 (moderate association) with Chi-squared: 55.82 and a p-value of: 0.00000013,
thus we can conclude that the relationship between organization size and perceived value of
an LLM assessment tool is statistically significant.

6.6 Discussion of Results

Our findings underscore that trustworthiness is a cornerstone of AI adoption in business.
Even in our tech-savvy sample, only about 53.4% of respondents expressed at least some
trust in AI systems, a slim majority that highlights a significant trust gap. This gap mat-
ters because trust (or the lack thereof) directly influences the degree to which organizations
embrace AI. Notably, we observed a virtuous cycle between AI experience and trust: re-
spondents who use AI more frequently tend to trust it more (Spearman ρ ≈ 0.37, p <
0.00001). This correlation suggests that familiarity breeds confidence – an encouraging sign
that hands-on exposure can build trust.

However, experience alone may not bridge the trust gap for everyone. The key question
that emerges is what can organizations do to enhance trust further and ensure that skepti-
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cism about AI does not hinder its potential benefits? To answer this, we place our results
in the context of the evolving AI governance landscape and derive practical strategies for
businesses.

6.6.1 Policy Implications

The AI governance landscape is rapidly maturing, setting clear expectations for organizations
to prioritize trustworthiness. Four major international governance or regulatory frameworks
shape this environment, as we will discuss below.

6.6.1.1 EU AI Act

The European Union’s Artificial Intelligence Act is the first comprehensive legal framework
for AI, adopting a risk-based approach to ensure trustworthy AI.(see European Commis-
sion, 2021). The purpose of the AI Act was to build a comprehensive risk-based regulatory
framework to ensure that AI systems are safe, transparent, and accountable.

It categorizes AI systems into four risk levels: unacceptable, high, limited, and mini-
mal. High-risk systems (such as those used in critical domains like healthcare or finance)
must satisfy stringent criteria including thorough risk assessments, data quality control, hu-
man oversight, and transparency measures. The Act also mandates clear documentation and
establishes mechanisms for auditing and tracing AI-driven decisions, thereby aligning AI
development with public trust and safety requirements.

The AI Act entered into force on 1 August 2024, and will be fully applicable 2 years later
on 2 August 2026, with some exceptions:

• prohibitions and AI literacy obligations entered into application from 2 February 2025

• the governance rules and the obligations for general-purpose AI models become appli-
cable on 2 August 2025

• the rules for high-risk AI systems - embedded into regulated products - have an ex-
tended transition period until 2 August 2027 (see European Commission, n.d.).

In practice, the AI Act means for boards and executives that they must treat AI risks
much like financial or legal risks, with formal processes to audit and trace AI decisions so
that systems remain aligned with public safety and trust. Non-compliance could not only
invite regulatory penalties but also erode public trust, a risk few businesses can afford
in an era where nearly 44% of organizations are already integrating AI into customer-facing
functions, based on our survey data.

The EU’s regulatory push thus serves as a wake-up call: organizations must be proactive
in building trustworthy AI before mishaps lead to reputational damage or legal liability. As
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our respondents noted, errors in consumer-facing AI (e.g. chatbots giving wrong answers or
exhibiting bias) can diminish brand trust and even cause financial losses.

As we see in this context, the high-level message of the EU AI Act for business leaders
is that AI trust is now a governance imperative. The Act requires companies to institute
robust oversight for higher-risk AI applications, for example, by requiring thorough risk
assessments, documentation, and human oversight for AI used in sensitive domains.

6.6.1.2 OECD AI Principles and NIST AI Risk Management Framework

Importantly, this European approach aligns with global trends. The OECD AI Principles pro-
vide international, consensus-based guidelines emphasizing human-centric and ethical use
of AI. The principles include promoting inclusive growth, human-centered fairness, trans-
parency, robustness, security, and accountability. They act as foundational guidelines influ-
encing national and industry-level standards, contributing significantly to global alignment
around trustworthy AI (see OECD, 2019).

Likewise to the OECD AI Principles, the U.S. NIST AI RMF, while voluntary, gives a
practical blueprint to identify, assess, and mitigate AI-related risks through its core functions:
Govern, Map, Measure and Manage. By operationalizing AI principles into actionable
strategies, the RMF helps businesses achieve compliance and cultivate trust in AI deployment
(see NIST, 2023).

These aforementioned frameworks translate abstract principles into a risk management
process that companies can adopt internally, bridging the gap between lofty ideals and day-
to-day practice. In essence, there is an emerging global alignment on what “trustworthy
AI” entails – transparency, fairness, accountability, and security are recurring pillars.
Businesses operating across borders can take note that adhering to these principles will not
only ease compliance with any one regulation but also bolster their credibility in the eyes of
customers and partners.

6.6.1.3 ISO/IEC 38507:2022 (AI Governance Standard)

Another key piece of the governance puzzle is corporate-level standards, such as ISO/IEC
38507:2022 on AI governance. ISO/IEC 38507:2022 provides detailed guidance for or-
ganizational governance of AI technologies. It reinforces corporate accountability for AI
systems and stresses the importance of governance oversight at the board level. According
to the standard, boards must set policies and oversee AI deployment processes to ensure
ethical use and minimize risks associated with AI deployment (see ISO/IEC, 2022).

Boards are expected to set clear AI policies and oversee their implementation, ensuring
ethical use and risk mitigation as part of corporate governance. This also corresponds to our
previous findings that trust in AI is now a strategic issue, demanding executive attention. Our
survey results show that trust in AI is not just a concern of the technical staff. In fact, we
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found that management respondents exhibited among the highest trust levels in AI (nearly
64% reporting some degree of trust).

This suggests that leaders are increasingly optimistic about AI’s potential – an optimism
that needs to be backed by solid governance. By formally integrating AI oversight into cor-
porate governance, organizations signal both internally and externally that they are serious
about managing AI’s risks and rewards. Such signals can enhance stakeholder confidence,
aligning with what the emerging regulations and standards seek to achieve.

6.6.2 Building AI Trust in practice: Organizational strategies

Translating these policy insights into practice, our study points to several strategies that
organizations can pursue to foster trust in AI.

6.6.2.1 Trust Evaluation in AI Processes

First, businesses should embed systematic trust evaluation into their AI development and de-
ployment processes. Rather than relying on ad-hoc or purely manual assessments of whether
an AI system is trustworthy, organizations can adopt structured evaluation methodologies as
a routine “quality control” for AI.

Our respondents clearly see the merit in this approach: an overwhelming 72% indicated
that tools for assessing AI outputs (e.g. evaluations of LLM responses) would be at least
moderately valuable. This consensus signals a felt need in the industry for more rigorous,
repeatable validation of AI systems beyond what human intuition can provide. In line with
this, we recommend that companies establish regular AI performance audits focused on trust
metrics like accuracy, fairness, transparency, and robustness.

Emerging evaluation frameworks make this feasible. For example, methodologies such
as RAGAS and ARES – originally developed for retrieval-augmented generation (RAG)
systems – use a combination of automated metrics and AI-based judges to rate how well
a model’s answers align with provided context and factual correctness. Our own proposed
framework, TrustMyAI, builds on similar concepts, combining RAGAS-style scoring with
LLM-based judging to systematically measure an AI system’s context relevance, answer
faithfulness, and overall quality.

The specifics of these tools aside, the broader point is that quantitative trust assess-
ments are becoming accessible. By adopting such tools (or others like them), organizations
can obtain objective evidence of their AI systems’ trustworthiness. This has two major busi-
ness implications: internally, it supports more informed decision-making about where AI can
be safely deployed; externally, it provides assurance to regulators and clients. In fact, as
AI regulations tighten, having quantifiable trust metrics can demonstrate compliance with
requirements for transparency and risk management, as envisioned by frameworks like the
EU AI Act and NIST RMF.
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In short, systematic evaluation methodologies offer a practical bridge between high-level
governance mandates and on-the-ground AI operations, making the abstract concept of “AI
trust” measurable and actionable.

6.6.2.2 Internal AI Policies and Culture

Second, organizations should align their internal policies and culture with the emerging
best practices on AI ethics and governance. This involves training and awareness to ensure
that everyone from developers to executives understands AI’s limitations and risks. Our
results show that security and data privacy are top-of-mind concerns, with about 60% of
respondents citing these as noteworthy issues with AI.

To address such concerns, companies need clear internal guidelines – for example, data
handling rules for AI, bias mitigation checklists, and incident response plans – that trans-
late external principles into daily workflow checkpoints. By instituting these policies, firms
create an environment where compliance and ethical considerations are second nature, not
afterthoughts.

Moreover, transparency with users and stakeholders is paramount. Organizations
should openly communicate what their AI systems can and cannot do, including known
limitations or error rates. This kind of honesty was echoed in our recommendations for
enhancing AI literacy and transparency.

When users are educated about how an AI-driven decision is made (and what safe-
guards are in place), they are more likely to trust the outcome. Such openness is not
only a good practice but may soon be a legal requirement for high-impact AI systems (as
transparency is a common thread in AI regulations).

6.6.2.3 AI Certification and Labelling

Third, there is value in exploring certification and labelling mechanisms for AI trustwor-
thiness. Just as industries have certifications for quality management or cybersecurity, AI
is likely to move in this direction. Policymakers and industry groups are considering trust
seals or standardized trust scores for AI.

Our study’s context suggests that tools like TrustMyAI, RAGAS, ARES and similar eval-
uation frameworks could contribute to these certification programs by providing consistent
criteria to score AI systems. For organizations, participating in such certification schemes
could offer a competitive advantage – a certified AI product may inspire greater confidence
among customers and partners. It’s a way to signal trustworthiness in a crowded market-
place.

Furthermore, establishing industry-wide benchmarks for trust can help avoid a scenario
where each company invents its own metrics (leading to confusion and “trust washing”). In-
stead, with common standards, businesses can compete on delivering genuinely trustworthy
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AI, not just marketing claims. Given that larger organizations in our survey expressed a
particularly high need for AI evaluation methodologies, we anticipate that leading firms
will push for these sorts of standardized trust evaluations, which smaller enterprises might
then adopt as they become more accessible.

6.6.2.4 AI Literacy

Finally, fostering trust also means addressing the human element within organizations.
Trust in technology often hinges on how well the people using or affected by that tech-
nology understand and accept it. Our results hinted that when management and IT teams
jointly trust AI (as we saw with their relatively high trust levels), AI initiatives can gain
momentum.

To replicate this, companies should invest in AI literacy programs and cross-functional
dialogues about AI. By educating employees on AI’s capabilities and pitfalls, and by engag-
ing stakeholders in setting AI ethics guidelines, organizations create a culture where building
trustworthy AI is a shared mission. This cultural alignment complements the technical and
policy measures discussed above, ensuring that trustworthiness isn’t just a box to tick, but a
core value driving AI adoption.

6.6.3 Key takeaways: AI Trust for competitive advantage

Stepping back, why do these findings matter? In practical terms, they illuminate a path for
organizations to navigate the dual challenge of leveraging AI and managing its risks. Our
research confirms that businesses see immense potential in AI – for instance, a majority of
large enterprises in our survey regard AI as important or even critical to their strategy.

However, realizing this potential hinges on trust: without stakeholder trust, AI projects
may face resistance, underutilization, or backlash when things go wrong. The discussion
above outlines how organizations can respond. By anticipating regulations like the EU
AI Act and embracing the spirit of those rules proactively, companies can avoid playing
catch-up and instead position themselves as trust leaders. By adopting rigorous evaluation
tools and best practices, they can directly address the concerns that make people wary of
AI, whether it’s an employee unsure about an algorithmic recommendation or a customer
hesitant about an AI-driven service. The payoff is twofold: internally, smoother AI adoption
and innovation, and externally, enhanced reputation and regulatory compliance.

In essence, our results and analysis can serve as a note for organizations to convert AI
trustworthiness into a strategic asset. Firms that invest in AI governance and trust-building
not only mitigate risks – such as biases, errors, or security breaches – but also create an
environment where AI can be deployed with confidence and creativity. Trust in AI is not
just a moral or compliance issue, but a business enabler. It determines which companies
will successfully scale their AI deployments and win public trust, and which might stumble
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due to unseen pitfalls. As AI technologies continue to evolve, those organizations that have
woven trust into their AI strategy will be best placed to harness AI’s transformative power
responsibly and sustainably.

Our study contributes to this forward-looking perspective, showing that while the chal-
lenges of AI governance are significant, the tools, frameworks, and insights to tackle them
are increasingly within reach. By combining high-level governance foresight with on-the-
ground practical measures, organizations can confidently navigate the emerging era of AI
with both innovation and integrity.



Chapter 7

CONCLUSIONS AND POLICY
RECOMMENDATIONS

7.1 Conclusions

Based on the in depth analysis of the previous chapters, the following main conclusions can
be drawn with respect to the effects of AI on the labour market, and especially the adoption
of this technology in the Hungarian / Central-European context:

• The slight pessimism detected in the literature survey is warranted, based on the prob-
lems reported by interview subjects in Chapter 4.

• The theoretical constructs of Agrawal et al., 2022 on prediction and judgment are
strongly reflected in the seniority levels required for successful AI applications (see
Chapter 4), as well as some of the hurdles of adoption (like trust / lack of judgement -
see Chapters 4 and 6) seem to be empirically detectable.

• There is a strong promise and lived experience in certain business areas - particularly
software development - pointing to major potential productivity gains (see Chapter 4).

• The benefits of such productivity gains manifest in both positive phenomena (e.g.,
increased job stability, job satisfaction and productivity for employees; enhanced pro-
ductivity and scaling for employers) and negative effects (e.g., layoffs due to inability
to scale market demand, “shadow” IT and “shadow” productivity where employees
conceal gains). Organizational culture and incentive systems are essential to mitigate
these harms (see Chapter 4).

• The “junior paradox” - automation of junior-level tasks combined with the need for
senior judgment and a shrinking supply of juniors - is a critical and dangerous phe-
nomenon. It leads not only to immediate job polarization but also undermines the
sustainability of highly skilled work, potentially resulting in workforce shortages and
structural unemployment (see Chapter 4).
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• AI adoption in Hungary remains immature overall; although some sectors are more
advanced, AI skills are not yet demanded in adequate quantities (see Chapter 5).

• Adoption of generative AI (“GenAI”) is even less mature (see Chapter 5).

• The general-purpose nature of AI may mask the perception of skill requirements, as
future hiring may assume AI proficiency as background knowledge - analogous to
general computer and office skills - highlighting the need for broad baseline education
programs (see Chapter 5).

• Trust in AI systems correlates directly with usage experience and the presence of sys-
tematic procedures and tooling for result validation. There is strong demand for such
trust-building solutions, which represent a major adoption bottleneck assuming will-
ingness and informedness are present (see Chapter 6).

• The risks of skill mismatches, the junior paradox, misaligned organizational incen-
tives, and structural unemployment necessitate coordinated organizational and national
policy interventions to mitigate risks and unlock productivity gains (see Chapter 4).

7.2 Policy Recommendations

Based on the above, the following broad policy recommendations can be given:

7.2.1 Company Level

• Invest in trust-building tools such as RAGAS and ARES to ensure reliable AI deploy-
ment.

• Recognize and address the junior paradox by maintaining clear career pathways and
continual talent development.

• Develop education and tooling strategies to avoid “shadow IT” and surface hidden
productivity gains.

• Realign incentives to reduce employee fear of automation-driven layoffs and encour-
age transparent reporting of productivity improvements.

7.2.2 Country Level

• Systematically prioritize AI skill development alongside critical thinking and judg-
ment training in national education curricula.
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• Prepare incentive interventions—such as tax credits for employers hiring juniors and
enhanced unemployment benefits for reskilling—to offset the longer learning curves
and unpaid experience requirements associated with higher judgment levels.

• Double down on supporting key industries in AI adoption while broadening the scope
of application through infrastructure investments, grants, and other incentives.

7.3 Epilogue - Sense of urgency

Though the adoption rate of AI technologies - as we saw - in the Central-European region
is still in it’s infancy, the urgency for policy action is all the more given, since in case of
the much more advanced markets, namely the United States, a huge wave of layoffs already
hit the technology sector - according to data compiled by Roger Lee, 2020– at least 145000
workers were laid off from the US technology sector in the first half of 2025 alone - which
point to major disruptive changes ahead (partly fuelled by AI), and thus point to a unique
window of opportunity for policy action to avoid drastic consequences.
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Chapter B

STRUCTURE OF THE INTERVIEWS
(OUTLINE)

The interviews followed the following structural outline:

B.0.0.1 Introduction (5 minutes)

B.0.0.1.1 Background and Experience (3 minutes):

• Could you describe how you entered the field of programming and what your current
role is?

• How long have you been working in this capacity and what are your main responsibil-
ities?

B.0.0.1.2 Work Environment (2 minutes):

• Could you briefly describe the nature of your company or freelance work, focusing on
its methodological and technological maturity?

B.0.0.2 Main Section (45 minutes)

B.0.0.2.1 Integration of AI Solutions into Daily Work (10 minutes):

• How are AI technologies currently applied in your daily work? Could you provide
examples?

• Which specific tasks have improved or changed due to AI integration?

B.0.0.2.2 Automation Potential (10 minutes):

• Based on your experience, which work areas do you see the greatest promise for AI-
based automation?

• How do you see AI’s impact on these areas in the near future?
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B.0.0.2.3 Analysis of Schedule and Tasks (10 minutes):

• Could you outline a typical day, focusing on the types of tasks you perform?
• For each type of task, could you estimate the potential for AI-based automation?
• What would this mean for your role?

B.0.0.2.4 Risks and Problems Associated with AI Solutions (5 minutes):

• In your opinion, what is the biggest risk or problem with using AI in your work?

B.0.0.3 Impact on Career and Labor Market (10 minutes):

• How do you see the broader impact of AI on programmers’ job opportunities and
working conditions?

• What do you think about the broader societal impact of AI solutions, especially in the
near future (up to 3 years)?

B.0.0.4 Closing (10 minutes)

B.0.0.4.1 Clarification and Further Insights (5 minutes):

• Is there anything you would like to clarify or add to your previous answers?
• Do you have any personal anecdotes or experiences with AI that you find relevant to

this discussion?

B.0.0.4.2 Closing Thoughts (5 minutes):

• What advice would you give to a recent graduate, junior programmers regarding AI,
considering our discussion?

• How do you plan to adapt or change your skills in line with the development of AI in
programming?



Chapter C

DEMOGRAPHICS DATA OF
RESPONDENTS

Identifier Company Size Role Age
B.A. 10–100 Backend, ML 32
B.G. >1000 ML 33
B.N. >1000 ML 34
B.T. >1000 Full stack 49
C.T. >1000 Backend, ML 43
C.T. 10–100 Backend, ML 28
D.S. 1–10 Backend 35
D.T. Freelancer Full stack 39
F.Á. 10–100 Backend, ML 32
F.P. 100–500 Frontend 38
H.A. 100–500 Backend 29
H.J. 100–500 Tester, Backend 42
I.T. 10–100 Backend 27
L.A. 1–10 Backend 34
M.K. 100–500 Backend 24
N.G. 100–500 Backend 41
P.C. 100–500 ML 33
S.A. Freelancer ML 53
S.B. 10–100 Backend 43
S.Z. >1000 Backend, ML 62

Table C.1: Roles, Company Sizes, and Ages of Interviewees

Source: Author’s data

140



Chapter D

STACK OVERFLOW 2023
HUNGARIAN SENIOR

RESPONDENTS’ OPINIONS COUNT

Very Similar Somewhat Similar Neither Different nor Similar Somewhat Different Very Different
Understanding Codebase 3 5 7 32 13
Project Planning 3 7 3 19 7
Writing Code 17 25 26 105 38
Code Documentation 2 5 5 30 17
Debugging and Assistance 8 12 13 54 30
Code Testing 5 5 10 24 17
Code Quality Assurance 0 1 4 12 5
Deployment and Monitoring 2 0 5 3 5
Collaboration with Teammates 0 0 2 2 0
Other (Free Text) 0 0 0 0 0

Table D.1: Assessment of Software Development Tasks by Similarity

Source: Stack Overflow 2023 Developer Survey
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SPECIFIC QUESTIONS OF THE
SURVEY

Section 1: AI and Your Organization

1. Country of Operations

Please write the name of the country where your organization operates.

2. Your Role in the Organization

Please select the role that best describes your position within the organization:

• IT

• Finance

• Human Resources

• Operations

• Sales

• Marketing

• Research and Development

• Executive Management

• Research

• Executive Management

• Don’t know / Don’t want to answer

• Other

3. Organization Size

Please select the size of your organization based on employee count:

• Micro (1-10 employees)
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• Small (11-50 employees)

• Medium (51-250 employees)

• Large (251+ employees)

• Don’t know / Don’t want to answer

4. Organization Industry

Please select the industry your organization operates within:

• Technology

• Finance

• Healthcare

• Manufacturing

• Education

• Retail

• Don’t know / Don’t want to answer

• Other

Section 2: Awareness of Artificial Intelligence (AI)

5. Experience in interacting with AI in professional life

How experienced are you in interacting with AI in your professional life?

• Not experienced at all

• Slightly experienced

• Moderately experienced

• Very experienced

• Extremely experienced

6. Frequency of AI Use

How frequently do you or your organization use AI technologies in your professional
activities?

• Never

• Rarely

• Occasionally

• Frequently
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• Always

7. Experiences with Inappropriate AI Behaviors

Have you experienced or heard about inappropriate behaviours from AI models in a
professional context?

• Never

• Rarely

• Occasionally

• Frequently

• Always

8. Current AI Use Cases

What are the top 5 use cases for AI within your organization? Please list them.

9. Business Use Cases for AI

For each scenario below, indicate if your organization currently uses AI and to what
extent:

• Internal Use Case: Accessing internal policies

– Not used

– Minimally used

– Moderately used

– Extensively used

– Core function

• Customer-Facing Use Case: Interactive access to FAQs

– Not used

– Minimally used

– Moderately used

– Extensively used

– Core function

• Customer-Facing Use Case: Sales chatbot

– Not used

– Minimally used

– Moderately used

– Extensively used
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– Core function

10. Planned Business Use Cases for AI

For each scenario below, indicate your organization’s intended level of AI integration:

• Internal Use Case: Enhancing internal policy access

– Not planned

– Planned as a minor feature

– Planned as a moderate feature

– Planned as a major feature

– Planned as a core function

• Customer-Facing Use Case: Enhancing interactive FAQ access

– Not planned

– Planned as a minor feature

– Planned as a moderate feature

– Planned as a major feature

– Planned as a core function

• Customer-Facing Use Case: Enhancing sales chatbot functionality

– Not planned

– Planned as a minor feature

– Planned as a moderate feature

– Planned as a major feature

– Planned as a core function

Section 3: Risks and Challenges of LLMs in Business

11. Potential harm from LLMs in business

In your view, what are the potential risks or ways that Large Language Models (LLMs)
like GPT could cause harm or pose challenges in a business setting? Please select all
that apply, and feel free to add any additional concerns.

• Data privacy breaches

• Spread of misinformation

• Bias in decision-making processes

• Job displacement due to automation

• Security vulnerabilities
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• Misinterpretation of complex queries

• Legal and compliance issues

• Erosion of human skills

• Other (please specify)

Section 4: Assessment of AI Trust

12. AI Initiative Budget

If your company has AI initiatives, how much do you plan to spend on these initiatives
annually? (Specify in Euros)

13. Company Competence in AI Safety

How confident are you in your company’s competence in ensuring the safety and ethi-
cal use of AI technologies?

• Not confident

• Slightly confident

• Moderately confident

• Very confident

• Extremely confident

14. Value of an LLM Assessment Tool

How valuable would you find a third-party assessment tool for ensuring the appropriate
behavior of your AI systems, including LLMs?

• Not valuable

• Slightly valuable

• Moderately valuable

• Very valuable

• Extremely valuable

15. Willingness to Pay for AI Assessment

How much would you be willing to pay annually for a third-party service that assesses
and ensures the appropriate behavior of your AI systems? (Please specify in Euros.
Write 0 if you are not willing to pay.)



Chapter F

REGULAR EXPRESSION FOR
DETECTING TECHNOLOGICAL

TERMS

The following regular expression (RegEx) aims to identify technological terms occurring
in different languages (English, German, Hungarian) in textual content. The expression
supports different spelling variations of certain terms and also considers certain grammatical
suffixes in the case of the Hungarian language. The following expression was used in Python
to detect technological keywords and was applied to the dataset using the efficient execution
tools of the Pandas framework. The runtime remained within approximately 5 minutes.

pattern = r"""\b(AI|

Artificial\s+Intelligence|

Machine\s+Learning|

Computer\s+Vision|

Large\s+Language\s+Model(s)?|

Vision\s+Systems|

ChatGPT|

Natural\s+Language\s+Processing|

Data\s+Science|

Data\s+Sciences|

Künstliche\s+Intelligenz|

Maschinelles\s+Lernen|

Computersehen|

Große\s+Sprachmodelle|

Natürliche\s+Sprachverarbeitung|

Sprachverarbeitung|

Datenwissenschaft|

Datenwissenschaften|
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mesterséges\s+intelligencia|

gépi\s+tanulás|

számítógépes\s+látás|

gépi\s+látás|

vision\s+rendszer(ek)?|

nagy\s+nyelvi\s+modell(ek)?|

természetes\s+nyelv(i?)\s+feldolgozás|

nyelv(i?)\s+feldolgozás|

nyelvfeldolgozás|

adattudomány(ok)?|

adat\s+tudomány(ok)?|

Aritficial\s+Inteligence|

Machin\s+Lerning|

NLP|

LLMs?

)\b(?:val|vel|ban|ben|nak|nek|

bó|ből|hoz|hez|höz|

tól|től|ra|re|al|el|s|ok)?"""

This regular expression has the following properties:

• It can recognize relevant terms in multiple languages (English, German, Hungarian).

• It considers spelling variations and abbreviations specific to each language (e.g., AI,
NLP, LLMs).

• In the case of the Hungarian language, it recognizes inflected forms related to techno-
logical terms.

• Optimized for use in Python, applicable with re.IGNORECASE and re.VERBOSE
flags.

The regular expression was successfully applied to various texts to detect technological
terms, enabling their systematic identification and analysis.



Chapter G

DSPY OPTIMIZED PROMPT FOR
SEMANTIC CLASSIFICATION

The final prompt resulting from the optimization procedure, which achieved flawless perfor-
mance on the test data, was as follows:

Conduct a thorough examination of the provided job description

to determine its association with AI and ML.

Classify it as "True" if any explicit mentions

are noted regarding fields such as Artificial Intelligence,

Machine Learning, Data Science, Deep Learning,

or related concepts such as

Neural Networks, Natural Language Processing.

Also consider subtle hints or phrasing

that suggest involvement with such technologies,

and be mindful of variations in language from across the globe.

If these elements are absent, unequivocally

mark it as "False." Please respond with only

the two words "True" or "False," maintaining

accuracy and clarity while avoiding additional commentary.
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